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1   Introduction
In today's world the emerging Cloud computing [1] offer a new computing model where resources such as computing power, storage, online applications and networking infrastructures can be shared as 'services' over the internet. Cloud providers (CPs) are incentivized by the profits to be made by charging consumers for accessing these services. Consumers, such as enterprises, are attracted by the opportunity for reducing or eliminating costs associated with 'in-house' provision of these services. 

However, existing commercial Cloud services are proprietary in nature. They are owned and operated by individual companies (public or private). Each of them has created its own closed network, which is expensive to setup and maintain. In addition, consumers are restricted to offerings from a single provider at a time and hence cannot use multiple or collaborative Cloud services at the same time [2]. Besides, commercial CPs make specific commitments to their customers by signing Service Level Agreements (SLAs) [3]. An SLA is a contract between the service provider and the customer to describe provider's commitment and to specify penalties if those commitments are not met. For example, the Cloud "bursting" (using remote resources to handle peaks in demand for an application) may result in SLA violation and end up costing the provider. 

One approach for reducing expenses, avoid adverse business impact and to support collaborative or composite Cloud services, is to form a dynamic collaboration (DC) [4] platform among CPs. In a DC platform: (i) each CP can share its own local resources/services with other partner CPs and hence can get access to much larger pools of resources/services, (ii) each CP can maximize their profit by offering existing service capabilities to collaborative partners, so they may create a new value added collaborative service by mashing up existing services. These capabilities can be made available and tradable through a service catalog for easy mash-up, to support new innovations and applications; and (iii) the reliability of a CP is enhanced as a result of multiple redundant clouds that can efficiently tackle disaster condition and ensure business continuity.  However, the major challenges in adopting such an arrangement include the followings:

When to collaborate? The circumstances under which a DC arrangement should be performed. A suitable auction-based market model is required that can enable dynamic collaboration of Cloud capabilities, hiring resources and assembling new services and commercialized it. 

How to collaborate? The architecture that virtualizes multiple CPs. Such architecture must specify the interactions among entities and allow for divergent policies among participating CPs.

How to minimize conflicts when negotiating among CPs? A large number of conflicts may occur in a market-oriented DC platform when negotiating among winning CPs. One reason is that each CP must agree with the resources/services contributed by other CPs against a set of its own policies in DC ([8], [9]). Another reason is due to the inclusion of high collaboration costs (e.g. network establishment, information transmission, capital flow etc.) by the CPs with their bidding prices in the market as they do not know to whom they need to collaborate with after winning an auction.

This chapter discusses the aforementioned challenges to form a DC platform among CPs and present candidate solutions to them. The main contributions of this chapter are as follows:

· We present a novel combinatorial auction (CA) based Cloud market model called CACM with a new auction policy that enables a virtual organization (VO) based DC platform among CPs. The CACM model can help consumers to get collaborative services from different CPs that suits their requirements as well as provide incentives for CPs to share their services. 

· To address the issue of conflicts minimization among CPs, the existing auction policy of the CA model [[5]-[7] is modified. The existing policy allows each bidder (CP) to publish separate bids to partially fulfill the composite service requirements as it cannot provide all the services. After the bidding, the winning bidders need to negotiate with each other to provide the composite service that results in a large number of conflicts mentioned earlier. The new auction policy in the CACM model allows a CP to dynamically collaborate with suitable partner CPs to form a group before joining the auction and to publish their group bids as a single bid to completely fulfill the service requirements, along with other CPs, who publishes separate bids to partially fulfill the service requirements. This new approach can create more opportunities to win auctions for the group since collaboration cost, negotiation time and conflicts among CPs can be minimized.

· To find a good combination of CP partners required for making groups and reducing conflicts, a multi-objective (MO) optimization model of quantitatively evaluating the partners using their individual information (INI) and past collaborative relationship information (PRI) [27] is proposed. In the existing approaches [10] - [26]) on partner selection, the INI is mostly used, PRI of partners is overlooked.

· Also to solve the model, a multi-objective genetic algorithm (MOGA) that uses INI and PRI called MOGA-IC is developed. A numerical example is presented to illustrate the proposed MOGA-IC in the CACM model. In addition, we developed MOGA-I (Multi-Objective Genetic Algorithm using Individual information), an existing partner selection algorithm, to validate the proposed MOGA-IC performance in the CACM model in terms of satisfactory partner selection and conflicts minimization.

The rest of this chapter is organized as follows: Section 2 describes the related works. Section 3 outlines the necessity of designing a DC platform among CPs. Section 4 introduces the proposed CACM model  including the basic market model and key components of a CP to form a DC platform. In Section 5, we present the model of CP partner selection and the proposed MOGA-IC. Section 6 presents the experimental case study and analysis to show the effectiveness of the CACM model and the MOGA-IC. And finally Section 7 presents a conclusion.

2   Related Works
Cloud computing evolved rapidly during 2008 and now it is one of the hot topics for research. But no work has been found in the literature regarding the establishment of dynamic collaboration platform among CPs. There are a few approaches proposed in the literature regarding the Cloud market model. In [3], authors present a vision of 21st century computing, describe some representative platforms for Cloud computing covering the state-of-the-art and provide the architecture for creating a general auction-based Cloud market for trading Cloud services and resource management. But this market model cannot be directly applicable in creating a DC platform among CPs since the DC platform deals with a combinatorial allocation problem.

There are three types of auctions- one-sided auction (e.g. First Price and Vickrey auctions), double-sided auction (e.g. Double auction) and combinatorial auction (CA) ([30], [31], [5]-[7]). To enable the DC platform among CPs, CA is the appropriate market mechanism. In CA-based market model, the user/consumer can bid a price value for a combination of services, instead of bidding for each task or service separately and each bidder or service provider is allowed to wisely compete for a set of services. 

But existing CA based market model is not fully suitable to meet the requirements for the CACM model since it cannot address the issue of conflicts minimization among CPs that usually happen when negotiating among providers in the DC platform ([8], [9]). The current approaches to handle conflicts are to design eContract delivery sequences ([8], [9]). An eContract [32] is used to capture the contributions as well as agreements among all participants. But the main problem of these approaches is that auctioneer may choose an improper set of service providers (competing or rival companies). Then no matter how the eContract delivery sequence is arranged, a large number of conflicts cannot be prevented from happening. So we propose to modify the existing auction policy of CA that allows the CPs to publish their bids collaboratively as a single bid in the auction by dynamically collaborate with suitable partners. This approach can help to minimize the conflicts and collaboration cost among CPs as they know each other very well in the group and also creates more chances to win the auction.

However, collaborator or partner selection problem (PSP) is a complex problem, which usually needs a large quantity of factors (quantitative or qualitative ones) simultaneously, and has been proved to be NP-hard [10] or NP-complete [11]. For CP partner selection, for instance, cost and quality of service are the most important factors. Also PSP for CPs in the CACM model is different from other PSP problems in areas like manufacturing, supply chain or virtual enterprise ([10] - [26]) since a large number of conflicts may occur among CPs due to dynamic collaboration. In the existing studies on partner selection, the individual information (INI) is mostly used, but the past collaborative relationship information (PRI) [27] between partners, is overlooked. In fact, the success of past relations between participating CPs may reduce uncertainty and conflicts, shorten the adaptation duration, and help with performance promotion. Thus the existing methods cannot be applied directly to solve the PSP problem of CPs. Therefore, an appropriate MO optimization model using INI and PRI and effective MOGA called MOGA-IC to solve the MO optimization problem are proposed. Although, many MOGAs are available in the literature ([12], [14]-[17], [26], [29]), but all of these also do not consider PRI for partner selection. 
3   A Dynamic Collaborative Cloud Services Platform
Dynamic collaboration is a viable business model where each participant within a DC shares their own local resources (services) with other participants by contributing (in a controlled policy driven manner) them to the collaboration. To make Cloud computing truly scalable and to support interoperability issues, a DC platform among CPs is very important. 

A dynamic collaborative Cloud service platform can help CPs to maximize their profits by offering existing services capabilities to collaborative business partners. These capabilities can be available and tradable through a service catalog for easy mash-up to provide new value-add collaborative Cloud services to consumers. Also the DC platform can enable a CP to handle Cloud bursting by redirecting some load to collaborators. The figure 1 shows a formed dynamic collaborative Cloud service platform. 

Formation of a DC is initiated by a CP, which realizes a good business opportunity which is to be addressed by forming DC with other CPs for providing a set of services to various consumers. The initiator is called a primary CP (pCP), while other CPs who share their resources/services in DC are called collaborating or partner CPs. Users interact transparently with the VO-based DC platform by requesting services through a service catalog of the pCP. The CPs offer capabilities/services to consumers with a full consumption specification formalized as a standard SLA. The requested service requirements (single, multiple or collaborative Cloud services) are served either directly by the pCP or by any collaborating CPs within a DC. Let us consider, pCP can provide two services s1 and s2 and CP1 and CP2 can provide services s3, s4 and s5, s6 respectively as shown in Figure 1. The request for collaborative services like s1, s3, s5 or s2, s3 can be served by VO-based DC platform. In case of services s1 and s2, the pCP can directly delivers the services. To enable this DC platform and make it commercialized, a CA-based Cloud market (CACM) model is described in the next section.
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Figure 1: A Formed VO based Cloud Services Collaboration Platform

4   Proposed Combinatorial Auction based Cloud Market (CACM) Model to Facilitate a DC Platform
4.1 Market Architecture

The proposed CACM model to enable a DC platform among CPs is shown in Figure 2. The existing auction policy of the CA is modified in the CACM model to address the issue of conflicts minimization among providers in a DC platform. The existing and new auction policy for the CA model is shown in Figure 3 and Figure 4 respectively. The CACM model allows any CP to dynamically collaborate with appropriate partner CPs to form groups and to publish their group bids as a single bid to completely fulfill the consumer service requirements while also supporting the other CPs to submit bids separately for a partial set of services. We use the auction scheme based on ([33], [34]) to address the CACM model.  The main participants in the CACM model are brokers, users/consumers, CPs and auctioneers as shown in Figure  2. 

[image: image2.jpg]Personal User

Enterprise User

Negotiation
Module

Submitting
Single bid

\based Cloud market and

Auctioneer

a singlelbid

/
Submitting
group bids as

Cloud

Provider -5

(CP-5)

Y (CPD

Cloud
Provider -1 )

Submiting =
group bidsas
a single bid / Cloud
Provider - 2

(CP2)

Soft contracts
using eContract

Cloud
Provider -3
(CP3)

Soft contracts
using eContrag
Cloud
Provider 4

(CP4)





Figure 2: Proposed CACM Model to enable a DC platform among CPs
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      Figure 3: Existing auction policy of CA         Figure 4: New auction policy in CACM

Brokers in the CACM model mediate between consumers and CPs. A broker can accept requests for a set of services or composite services requirements from different users. A broker is equipped with a negotiation module that is informed by the current conditions of the resources/services and the current demand to make its decisions. Consumers, brokers and CPs are bound to their requirements and related compensations through SLAs. Brokers gain their utility through the difference between the price paid by the consumers for gaining resource shares and that paid to the CPs for leasing their resources.

The users/consumers can be enterprise user or personal user. Consumers have their own utility functions that cover factors such as deadlines, fidelity of results, and turnaround time of applications. They are also constrained by the amount of resources that they can request at any time, usually by a limited budget. The users can bid a single price value for different composite/collaborative Cloud services provided by CPs. 
The CPs provide Cloud services/resources like computational power, data storage, Software-as-Service (SaaS), computer networks or infrastructure-as-a Service (IaaS). A CP participates in an auction based on its interest and profit. It can publish bid separately or collaboratively with other partner CPs by forming groups to fulfill the consumers’ service requirements. 

The responsibility of an auctioneer includes setting the rules of the auction and conducting the combinatorial auction. The auctioneer first collects bids (single or group bids) from different CPs participating in the auction and then decides the best combination of CPs who can meet user requirements for a set of services using a winner determination algorithm. We utilize secured generalized Vickrey auction (SGVA) [33] to address the CACM model problem and use dynamic graph programming [34] for winner determination algorithm. 

4.2 Additional Components of a CP to Form a DC Platform in CACM

To achieve DC using the CACM model, in our architecture, a CP should possess the additional components described as follows:

Price Setting Controller (PSC) – A CP is equipped with a PSC which sets the current price for the resource/service based on market conditions, user demand, and current level of utilization of the resource. Pricing can be either fixed or variable depending on the market conditions.

Admission and Bidding Controller (ABC) – It selects the auctions to participate in and submits single or group bid based on an initial estimate of the utility. It needs market information from the information repository (IR) to make decisions which auction to join. 
Information Repository (IR) – The IR stores the information about the current market condition, different auction results and consumer demand. It also stores INI (price, quality of service, reliability etc.) and PRI (past collaboration experiences) of other CPs collected from each CPs website, market and consumers feedback about their services. 
Collaborator Selection Controller (CSC) – It helps a CP to find a good combination of collaborators to fulfill the consumer requirements completely by running a MOGA called MOGA-IC (described later in subsection 5.3) utilizing the INI and PRI of other CPs.
Mediator (MR) – The MR controls which resources/services to be used for collaborative Cloud services of the collaborating CPs, how this decision is taken, and which policies are being used. When performing DC, the MR will also direct any decision making during negotiations, policy management, and scheduling. A MR holds the initial policies for DC formation and creates an eContract and negotiates with other CPs through its local Collaborating Agent (CA). 
Service Registry (SR) – The SR encapsulates the resource and service information for each CP. In the case of DC, the service registry is accessed by the MR to get necessary local resource/service information. When a DC is created, an instance of the service registry is created that encapsulates all local and delegated external CP partners’ resources/services.
Policy Repository (PR) – The PR virtualizes all of the policies within the DC. It includes the MR policies and DC creation policies along with any policies for resources/services delegated to the DC as a result of a collaborating arrangement. These policies form a set of rules to administer, manage, and control access to DC resources and also helps to mash-up Cloud services. They provide a way to manage the components in the face of complex technologies. 
Collaborating Agent (CA): The CA is a policy-driven resource discovery module for DC creation and is used as a conduit by the MR to exchange eContract with other CPs. It is used by a primary CP to discover the collaborating CPs (external) resources/services, as well as to let them know about the local policies and service requirements prior to commencement of the actual negotiation by the MR.
4.3 Formation of a DC Platform in CACM Model

The DC creation steps are shown in Figure 5 and are explained as follows-

   Step 1: A pCP finds a business opportunity in the market from IR and wants to submit collaborative bids as a single bid in the auction to address consumer requirements as it cannot provide all the service requirements. 

   Step 2: The CSC is activated by the pCP to find a set of Pareto-optimal solutions for partner selection and it chooses any combination from the set to form groups and send this information to the MR.  

   Step 3: The MR obtains the resource/service and access information from the SR, whilst SLAs and other policies from the PR. It generates a eContract that encapsulates its service requirements on the pCP’s behalf based on the current circumstance, its own contribution policies, prices of services (generated by PSC) and SLA requirements of its customer(s) and passes this eContract to the local Collaborating Agent (CA).
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Figure 5: The formation of a DC platform among CPs before joining the auction

   Step 4: The local CA of pCP carries out negotiations with the CAs of other identified partner CPs using the eContract. As the group members know each other very well, the number of conflicts will be less. So when all CPs (including the pCP) agree with each other, they make a soft contract among them. A soft contract guarantees that resources/services will be available if the group wins the auction.

    Step 5: When pCP acquires all services/resources from its collaborator to meet SLA with the consumer, a DC platform is formed. If no CP is interested in such arrangements, DC creation is resumed from Step 2 with another Pareto-optimal solution.
   Step 6: After the DC platform creation, the MR of pCP submits collaborative bids as a single bid to the market using the admission and bidding controller (ABC). If this group wins the auction, a hard contract is performed among each group members to firm up the agreement in DC. A hard contract ensures that the collaborating CPs must provide the resources/services according to the SLAs with consumers. 
If some CPs win the auction separately for each service (few chances are available), the steps 3 to 5 are follows to form a DC platform among providers. But they make the hard contract in step 4 and in this case, a large number of conflicts may happen to form the DC platform. 

An existing DC may need to either disband or re-arrange itself if any of the following conditions hold: (a) the circumstances under which the DC was formed no longer hold; (b) collaborating is no longer beneficial for the participating CPs; (c) an existing DC needs to be expanded further in order to deal with additional load; or (d) participating CPs are not meeting their agreed upon contributions.

4.4 System Model for Auction in CACM
For the convenience of analysis, the parameters and variables for the auction models are defined as follows:
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4.4.1 Single and Group Bidding Functions of CPs
Let 
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 knows other providers or have some past collaboration experience with others, it can store true CC of services with other providers. Otherwise it can set a high CC for other providers. The CC of services with other providers in matrix M is updated when the providers finish negotiation and collaboratively provide the services of consumers in the DC platform.
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Figure 6: Cost Matrix M

Now the Bidding Function of any CP say 
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The first term in the equation (1) is the cost of providing services 
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Now the Bidding Function of a group of CPs, who submit their bids collaboratively as a single bid to fulfill the service requirements completely, can be determined as follows: Let 
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We can see from equation (2) that the term 
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. Hence, this group G has more chances to win the auction as compare to other providers who submit separate bids to partially fulfill the service requirements. So the Bidding Function for the group G can be calculated as follows:
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where l is the no. of providers in G and 
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4.4.2 Payoff Function of the User/Consumer

With the help of broker user generates the payoff function. During auction, user uses the payoff function 
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4.4.3 Profit of the CPs to form a Group

Let 
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. We argue that if any CP forms a group using a good partner selection strategy; it can increase its profit rather than separately publishing the bid. To calculate the increased profit, we consider the following assumptions:
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Since CP r can collaboratively publish the bid, it may minimize its collaboration cost by selecting good partners, that is,  
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 means the expectation of profit does not change. Consequently, we can also deduce the following:
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That is the provider who collaboratively publishes bid can provide lower price for its services while maintaining the same expected profit. Thus it has more chances to win the auction. To determine the increased profit for
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From equation (5), we can figure out that if provider r collaboratively wins the auction, it can always get the increased profit. Otherwise, no increased profit will be achieved. So a good partner selection strategy is required for a CP to make groups. In the next section, we will describe an effective MO optimization model for a good combination of partner selection.

5   Model for Partner Selection
5.1 Partner Selection Problem 

A primary/initiator CP (pCP) identifies a business opportunity which is to be addressed by submitting a bid for a set of services for the consumer. It needs to dynamically collaborate with one or more CP partners to form groups to satisfy the consumer service requirements completely as it cannot provide all the services. We assume that each CP can provide one or at most two services and each service has one or more providers. Also each CP can organize other groups simultaneously. This process of CP partner selection can be presented in Figure 7.
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Figure 7: Partner selection process for the pCP

Figure 7 shows that the pCP (
[image: image105.wmf]1,1

P

) can provide s1 service and needs other 4 CP partners among 12 candidate CP partners to provide total 5 kinds of consumer service requirements (s1, s2, s3, s4 and s5). We also assume that the pCP has the INI and PRI of all the other providers for each service. The INI includes price and quality information of services of other providers which are the most important factors. The PRI includes number of projects/auctions accomplished/won by other providers among themselves and also with pCP. The pCP can get all of these information from each CPs website, market and also from consumers feedback about their services. 

5.2 MO Optimization Problem for Partner Selection

The parameters for MO partner selection are defined as follows:
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the value of past collaboration experience (i.e. the number of times collaboratively wining an auction ) between provider r for service j and provider x for service i where 
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The optimized goal is selecting a group of CP partners who collaboratively win auctions many times (maximizing past relationship performance values) and making the individual price the lowest and quality value of service the highest. In the most situations, it is impossible that there is a candidate provider group that can make all the goals optimized. So to solve the partner selection problem of a pCP using the INI and PRI, a multi-objective (MO) optimization model to minimize total price and maximize total collaborative past relationship (PR) performance and service quality values can be expressed mathematically as follows: 
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5.3 Multi-objective Genetic Algorithm

In the CP partner selection problem, MO optimization is preferable because it provides a decision-maker (pCP) with several trade-off solutions to choose from. Actually the CP partner selection problem has multiple conflicting objectives- minimization of the price of service while maximization of past relationship performance and service quality values. Multiple objective formulations are practically required for concurrent optimization that yields optimal solutions that balance the conflicting relationships among the objectives. MO optimization yields a set of Pareto optimal solutions, which is a set of solutions that are mutually non-dominated [28]. The concept of non-dominated solutions is required when comparing solutions in a multi-dimensional feasible design space formed by multiple objectives.

A solution is said to be Pareto-optimal if it is not dominated by any other solution in the solution space. The set of all such feasible non-dominated solutions in a solution space is termed the Pareto optimal solution set. For a given Pareto-optimal solution set, the curve made in the objective space is called the Pareto front. When two conflicting objectives are present there will always be a certain amount of sacrifice in one objective to achieve a certain amount of gain in the other when moving from one Pareto solution to another. So often it is preferred to use a Pareto optimal solution set rather than being provided with a single solution, because the set helps effectively understand the trade-off relationships among conflicting objectives and make informed selections of the optimal solutions. 

MO optimization difficulties can be alleviated by avoiding multiple simulation runs, doing without artificial aids such as weighted sum approaches, using efficient population-based evolutionary algorithms, and the concept of dominance. The use of multi-objective GAs (MOGAs) provides a decision-maker with the practical means to handle MO optimization problems.  When solving PSP for CPs using MOGA techniques, one important issue need to be addressed: how to find an appropriate diversity preservation mechanism in selection operators to enhance the yield of Pareto optimal solutions during optimization, particularly for the CP partner selection problems having multiple conflicting objectives. So we develop the MOGA-IC using the non dominated sorting genetic algorithm (NSGA-II) [28] which includes an excellent mechanism for preserving population diversity in the selection operators. In this section, the MOGA-IC is designed for the proposed model of CP partner selection as follows:
Natural number encoding is adopted to represent the chromosome of individual. A chromosome of an individual is an ordered list of CPs. Let 
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be a gene of the chromosome, with its value between 1 and m (for service j, there are m CPs for a response). If 
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 possible solutions are available. In this way the initial populations are generated. For the selection of individual, the binary tournament selection strategy is used. We employ a two-point crossover. In the case of mutation, one provider is randomly changed for any service.
The multi-objective functions (Obj_1, Obj_2 and Obj_3) are considered as fitness functions when calculating the fitness values. NSGA-II is employed to calculate the fitness values of individual. Any two individuals are selected and their corresponding fitness values are compared according to the dominating-relationships and crowding-distances in the objective space. Then all the individuals are separated into the non-dominated fronts. The individuals in the same fronts do not dominate each other and we call this non-dominated sorting. Now the MOGA-IC is presented step by step as follows:
Step 1: Initialize the input parameters which contain the number of requirements (R), providers (m) and maximum genetic generations (G), population size (N), crossover probability 
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Step 2: Generate the initial parent population
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Step 3: Apply binary tournament selection strategy to the current population, and generate the offspring population 
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, apply a non-dominated sorting algorithm and identify different fronts
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Step 5: If the stop criterion (
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) is satisfied, stop and return the individuals (solutions) in population 
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and their corresponding objective values as the Pareto-(approximate) optimal solutions and Pareto-optimal fronts. 
Step 6: Set new population
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Step 7: Perform the crowding-sort procedure and include the most widely spread 
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 solutions found using the crowding distance values in sorted 
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Step 8: Apply binary tournament selection, crossover and mutation operators to 
[image: image142.wmf]1

t

P

+

to create offspring population
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, then return to Step 4.

6   Evaluation

In this section, we present our evaluation methodology and simulation results for the proposed CACM model with new auction policy and the MOGA-IC for CP partner selection. First we present a simulation example of PSP for a pCP in the CACM model. It is used to illustrate the proposed MOGA-IC method. Then NSGA-II is utilized to develop the MOGA-IC. Also we implement the existing MOGA that uses only INI called MOGA-I for CP partner selection and analyze its performance with MOGA-IC in the proposed CACM model. We implement the CACM model (winner determination algorithm) with new auction policy as well as the MOGA-IC in Visual C++.

6.1 Evaluation Methodology

   One of the main challenges in the CACM model and the PSP of CP is the lack of real-world input data. So we conduct the experiments using synthetic data. We generate the input data as follows: 

Many CPs (m = 100) with different services and also some consumer requirements (R = 3-10) are generated randomly. We assume that each CP can provide at most 2 services so that they have to collaborate with others to fulfill the service requirements R. Each service may have one or more CPs. Based on R, CPs are selected. So it is possible that every CP may not provide the required R. Also the cost of providing any independent service is randomly generated from $80 to $100. The ranges of collaboration cost (CC) of services as well as the profit are set within $10 - $30 and $10 - $20 respectively. Quality and collaborative performance values of providers are randomly selected from 1-10 and 0-10 respectively. If any provider has more collaboration experience with other providers, the CC can be minimized. We use the following formula to calculate the CC between any provider 
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= the minimum CC between services (here $10)
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. If it is zero, the highest CC is set between providers. Thus the final price of services is generated for each provider and it is varied based on CC in different auctions.

6.1.1 Simulation Examples

  Table 1 shows the three simulation examples with MOGA-IC parameters of PSP in the CACM model. For each simulation example, MOGA-IC is developed based on NSGA-II. Also in each simulation example, two INI (price and quality of services) and one PRI (number of auctions collaboratively won by other providers among themselves and also with pCP) of candidate CPs are considered. Both the information is presented in Table 2 and 3 in normalized forms for the first simulation example. For normalization, the method proposed by Hwang and Yoon [35] is utilized. We can see that total 21 CPs are found from 35 candidate CPs who can provide 5 randomly generated consumer service requirements. We assume that provider number 1 is the pCP who can provide service no. 7. The number of generations G in the first simulation example is set to 20 as the example search space is quite small. 

Table 1: The three simulation examples with MOGA-IC parameters
	Simulation Examples
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	1
	35
	5
	50
	20
	0.9
	0.1

	2
	100
	5
	100
	50
	0.9
	0.1

	3
	100
	5
	100
	100
	0.9.
	0.1


Table 2: The normalized INI of pCP and other candidate CPs
	Service No.
	Provider No.
	Price of Service 
	Quality value of service

	2
	28
	0.17
	0.99

	2
	10
	038
	0.88

	3
	10
	0.99
	0.88

	3
	15
	0.81
	0.3

	3
	6
	0.66
	0.01

	3
	32
	0.07
	0.65

	3
	14
	0.55
	0.23

	3
	20
	0.88
	0.72

	4
	9
	0.00
	0.54

	4
	33
	0.17
	0.4

	4
	18
	0.84
	0.62

	4
	17
	0.89
	0.02

	4
	34
	0.5
	0.66

	4
	26
	0.57
	0.00

	7
	1 
	0.4
	1

	8
	2
	0.83
	0.19

	8
	21
	0.73
	0.48

	8
	11
	0.63
	0.06

	8
	23
	0.94
	0.22

	8
	19
	0.81
	0.63

	8
	32
	0.88
	0.82


Table 3: The normalized PRI of pCP and other candidate CPs

	
	P 28, 2
	P 10, 2
	P 10, 3
	P 15, 3
	P 6, 3
	P 32, 3
	P 14, 3
	P 20, 3
	P 9, 4
	P 33, 4
	P 18, 4
	P 17, 4
	P 34, 4
	P 26, 4
	P 1, 7
	P 2, 8
	P 21, 8
	P 11, 8
	P 23, 8
	P 19, 8
	P 32, 8

	P 28, 2
	-
	-
	0.51
	0.5
	0.79
	0.25
	0.79
	0.14
	0.69
	0.66
	0.24
	0.54
	0.18
	0.3
	0.29
	0.28
	0.36
	0.42
	0.96
	0.97
	0.72

	P 10, 2
	-
	-
	0.28
	0.62
	0.7
	0.52
	0.51
	0.48
	0.31
	0.0
	0.81
	0.22
	0.74
	0.94
	0.79
	0.17
	0.4
	0.03
	0.4
	0.39
	0.77

	P 10, 3
	-
	-
	-
	-
	-
	-
	-
	-
	0.49
	0.67
	0.28
	0.13
	0.41
	0.63
	0.93
	0.66
	0.17
	0.01
	0.70
	0.26
	0.96

	P 15, 3
	-
	-
	-
	-
	-
	-
	-
	-
	0.65
	0.57
	0.04
	0.98
	0.18
	0.08
	0.13
	0.83
	0.66
	0.84
	0.63
	0.20
	0.23

	P 6, 3
	-
	-
	-
	-
	-
	-
	-
	-
	0.48
	0.38
	0.28
	0.18
	0.38
	0.27
	0.81
	0.11
	0.77
	0.79
	1.0
	0.29
	0.96

	P 32, 3
	-
	-
	-
	-
	-
	-
	-
	-
	0.39
	0.04
	0.09
	0.84
	0.87
	0.35
	0.79
	0.16
	0.43
	0.87
	0.11
	0.80
	0.25

	P 14, 3
	-
	-
	-
	-
	-
	-
	-
	-
	0.68
	0.54
	0.29
	0.32
	0.21
	0.44
	0.85
	0.09
	0.18
	0.666
	0.19
	0.52
	0.74

	P 20, 3
	-
	-
	-
	-
	-
	-
	-
	-
	0.05
	0.41
	0.81
	0.33
	0.04
	0.01
	0.90
	0.28
	0.0
	0.03
	0.67
	0.82
	0.01

	P 9, 4
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	0.17
	0.51
	0.56
	0.26
	0.07
	0.56
	0.93

	P 33, 4
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	0.07
	0.22
	0.50
	0.59
	0.87
	0.16
	0.77

	P 18, 4
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	0.68
	0.57
	0.41
	0.91
	0.88
	0.04
	0.87

	P 17, 4
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	0.64
	0.21
	0.50
	0.04
	0.73
	0.02
	0.67

	P 34, 4
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	0.51
	0.09
	0.11
	0.13
	0.75
	0.49
	0.77

	P 26, 4
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	0.27
	0.32
	0.68
	0.57
	0.31
	0.07
	0.05

	P 1, 7
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	0.22
	1.0
	0.8
	0.47
	0.58
	0.96

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	


6.2 Simulation Results
6.2.1 Appropriate Approach to Develop the MOGA-IC

   In solving the first simulation example problem of CP partner selection, the best Pareto front among the 10 trials of 20 generations are selected as the final solution. The 16 Pareto-optimal solutions of first front of MOGA-IC with NSGA-II for simulation example 1 are presented in table 4. Also the graphical representations are shown by Figure 8. 

Table 4: Pareto-optimal solutions of MOGA-IC with NSGA-II for example 1

	Pareto-optimal Solutions
	Optimal Objective Function Values

	
[image: image157.wmf]74328

(               )

yyyyyy

=


	Obj_1
	Obj_2
	Obj_3

	         1    18    6      10   32

         1    18    10    10   32

         1    34    10    28   32

         1    9      32    28   21

         1    9      10    28   32

         1    9      32    28   19

         1    9      14    28   32

         1    34    32    10   32

         1    18    10    28   32

         1    9      32    10   32

         1    34    32    28   32

         1    34    6      10   32

         1    34    32    10   19

         1    34    10    10   32

         1    9      32    28   32

         1    18    14    10   32
	3.16

3.49

2.94

1.37

2.44

1.45

2.00

2.23

3.28

1.73

2.02

2.82

2.16

3.15

1.52

3.05
	3.32

4.2

4.35

3.66

4.23

3.81

3.58

4.01

4.31

3.89

4.12

3.36

3.82

4.24

4.00

3.55
	7.63

7.33

6.24

4.93

6.65

5.49

6.82

6.97

6.44

5.88

5.59

7.39

6.48

7.12

5.44

7.27


[image: image158.emf]1.0

1.5

2.0

2.5

3.0

3.5

4.0

8.0

7.5

7.0

6.5

6.0

5.5

5.0

4.5

4.0

3.0

3.3

3.6

3.9

4.2

4.5

 Pareto-optimal Solution

Obj_3: Maximizing PR Performance Values

Obj_2: Maximizing Quality values

Obj_1: Minimizing Cost Values


Figure 8: Pareto-optimal solutions of MOGA-IC for simulation example 1 (N/E = 50 and G = 20) obtained by NSGA-II
   Figures 9-10 show plots of Pareto optimal solution sets of the first fronts obtained by MOGA-IC using NSGA-II when solving the simulation examples 2 and 3 respectively. Here, we have just provided the graphical representations of the Pareto-optimal solutions for the algorithm as the input data tables are very large. 
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Figure 9: Pareto-optimal solutions of MOGA-IC for simulation example 2 (N/E = 100 and G = 50) obtained by NSGA-II 
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Figure 10: Pareto-optimal solutions of MOGA-IC for simulation example 3 (N/E = 100 and G = 100) obtained by NSGA-II 

Figures 11 show the average optimized values of three objective functions in the first fronts during 50 generations using MOGA-IC with NSGA-II for the simulation examples 2. 
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Figure 11: Average optimized values of different objective functions in the first front of MOGA-IC with NSGA-II for 50 generations. 

It is seen from Figs. 11 that NSGA-II Pareto front moves towards the low-cost region without preserving each generation’s extreme solutions. Instead, the entire Pareto front shifts as new solution sets are obtained. In other words, MOGA-IC with NSGA-II distributes solutions in a more focused manner. In MOGA-IC with NSGA-II, dominance ranking is used when forming the fronts of individuals and these fronts are first used to populate the external set, based on ranking, a strategy that allows a set of close-neighbor individuals in the same front to be included in the next generation. 
The MOGA-IC with NSGA-II is more focused when exploring the search space and generating Pareto solution sets. The MOGA-IC with NSGA-II uses crowding distance when the size of non-dominated solutions exceeds the archive size. So we found that NSGA-II is the appropriate algorithm to develop the MOGA-IC for CP partner selection problem. Thus the pCP can select any combination of CP partners from the Pareto-optimal solution sets obtained from MOGA-IC based on NSGA-II.
6, 2, 2 Performance comparison of MOGA-IC with MOGA-I in CACM Model

In order to validate the proposed MOGA-IC model for CP partner selection in CACM model, we develop another MOGA called MOGA-I based on NSGA-II that uses INI for CP partner selection. We analyze the performance of pCP that uses both MOGA-IC and MOGA-I algorithms to make groups and joins various auctions in CACM model. We assume that initially no collaborative information of other CPs is available to the pCP.  

In each auction, for a set of service requirements, first all providers including pCP form several groups using MOGA-I and submit several group bids as single bids. The winner determination algorithm proposed in [34] is used to find the winners. Next in the same auction with the same set of services, the winner determination algorithm is executed again but this time pCP uses the proposed MOGA-IC and others use MOGA-I approach and join the auctions and winners are determined. In our simulation, 1000 auctions are generated for different user requirements. After each 100 auctions, we count the number of auctions pCP wins using both the algorithms. The experimental result is shown in Figure 12. 
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Figure 12: Comparison of MOGA-IC with MOGA-I in terms of winning the auctions

It is seen from Figure 12 that using the MOGA-IC approach, pCP wins more auctions in comparison to MOGA-I approach. The reason is that the past collaborative performance values increase as the number of auctions increases and as a result the MOGA-IC finds good combination of partners for pCP. 

We also validate the performance of MOGA-IC as compared to MOGA-I in terms of conflicts minimization among CP providers. We assume that conflicts may happen between providers 
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where 
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is a constant. We set 
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 assuming that there is 5% chance of conflicts between any two providers 
[image: image168.wmf]rj

P

 and 
[image: image169.wmf]xi

P

if they have no past collaborative experience. Like the previous experiment, 1000 auctions are generated. For each auction when pCP uses both the algorithms and forms groups, we count the total number of conflicts that may happen among the group members for various services using the probability
[image: image170.wmf]conflicts

p

. The experimental result is shown in Figure 13. We can see from Figure 13 that the MOGA-IC can reduce a sufficient number of conflicts among providers as compare to the MOGA-I algorithm since it can utilize the PRI to choose partners along with INI.
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Figure 13: Comparison of MOGA-IC with MOGA-I approach in terms of conflicts minimization

7   CONCLUSION AND FUTURE WORK
The paper presents a novel combinatorial auction based Cloud market model called CACM that enables a DC platform among CPs. The CACM model uses a new auction policy that allows CPs to dynamically collaborate with other partners and form groups and submit their bids for a set of services as single bids. This policy can help to reduce collaboration costs as well as conflicts and negotiation time among CPs in DC and therefore creates more opportunities to win the auctions for the group. A new multi-objective optimization model of partner selection using the individual and past collaborative information is also proposed. An effective MOGA called MOGA-IC with NSGA-II is then developed to solve the model. In comparison with the existing MOGA-I approach; MOGA-IC with NSGA-II shows better performance results in CP partner selection as well as conflicts minimization among CPs in the CACM model. 
There are two important aspects of the CACM model that require further future research efforts. One such aspect is how to measure the level of satisfaction of partners forming the group or allocate optimal resources among partners for the collaborative service- often it is ignored in the existing partner selection problem. Other important aspect is how the aggregate profit/payoff should be divided among partners so that no one leaves the group and thus the group becomes stable. We need to analyze these aspects in future using game theory. 
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