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1 Introduction

Cloud computing is a distributed computing paradigm that mixes aspects of Grid computing, (“... hardware and software infrastructure that provides dependable, consistent, pervasive, and inexpensive access to high-end computational capabilities” [6]) Internet Computing (“... a computing platform geographically distributed across the Internet” [14]), Utility computing (“a collection of technologies and business practices that enables computing to be delivered seamlessly and reliably across multiple computers, ... available as needed and billed according to usage, much like water and electricity are today” [15]) Autonomic computing (“computing systems that can manage themselves given high-level objectives from administrators” [10]), Edge computing (“... provides a generic template facility for any type of application to spread its execution across a dedicated grid, balancing the load ...” [5]) and Green computing (a new frontier of Ethical computing 
 starting from the assumption that in next future energy costs will be related to the environment pollution).

The development and the success of Cloud computing is due to the maturity reached by both hardware and software, in particular referring to virtualization and Web technologies. These factors made realistic the L. Kleinrock outlook of computing as the 5th utility [11], like gas, water, electricity and telephone.

Cloud computing is derived from the service-centric perspective that is quickly and widely spreading on the IT world. From this perspective, all capabilities and resources of a Cloud (usually geographically distributed) are provided to users as a service, to be accessed through the Internet without any specific knowledge of, expertise with, or control over the underlying technology infrastructure that supports them.

Cloud computing is strictly related to service oriented science [7], service computing [22] and IT as a service (ITAAS) [8], a generic term that includes: platform AAS, software AAS, infrastructure AAS, data AAS , security AAS, business process management AAS and so on. It offers a user-centric interface that acts as a unique, user friendly, point of access for users’ needs and requirements.

Moreover, Cloud computing provides on-demand service provision, QoS guaranteed offer, and autonomous system for managing hardware, software and data transparently to users [21].

In order to achieve such goals it is necessary to implement a level of abstraction of physical resources, uniforming their interfaces and providing means for their management, adaptively to user requirements. This is done through virtualizations, service mashups (Web 2.0) and service oriented architectures (SOA).

Virtualization allows to execute a software version of a hardware machine into a host system, in an isolated way. It “homogenizes” resources: problems of compatibility are overcome by providing heterogeneous hosts of a distributed computing environment (the Cloud) with the same virtual machine. The software implementing virtualization is named hypervisor 
.

The Web 2.0
 provides an interesting way to interface Cloud services, implementing service mashup. It is mainly based on an evolution of JavaScript with improved language constructs (late binding, clousers, lambda functions, etc) and AJAX interactions.

The Service Oriented Architecture (SOA) is a paradigm for organizing and utilizing distributed capabilities that may be under the control of different ownership domains [12]. In SOA, services are the mechanism by which needs and capabilities are brought together. SOA defines standard interfaces and protocols that allow developers to encapsulate information tools as services that clients can access without knowledge of, or control over, their internal workings [7].

[image: image1.png]Amazon EC2

Flexisoale

Joyent Acoelerators

Misrosoft Azure

Raskspace Mosso Cloud

Semerath GoGid

dlefefefafefe

Siotap

h

Sun Misrosystems Cloud

Evsalyptus
Enomaly Enomatism

Nimbus

10gen Bable

dlfafefe

Gassatt

CloudEra >

Cyoleciond 5 |

slobus > | Compute Grids.

Hasoop > [

Tenacotta >

Gemstane Gamire

igaspaces Data Giid

18 extreme Scale &

Orsote Conerence >

ConssiverT >

-, Virtual Appliances /
P

frotcoversd) _ Virtualization

caspio &
Intuit Quickbaze > |
Pertectroms >

Rollbaze >

Wokctpress

Apprends Saaserid

Aptana Cloustudio

Bunges Labs Connect
oogle App Engine
Herdku
LongJump,
Morph Labs

Satestoroe.com foroe.com

sl fafefefefefee

stax

Author: Peter Laird

| DataGrias |

\ |
\

| \
| mtrastructure @ |/ Cloud Vendor
Taxonomy

May 2009 /1

DevPlattorms € \

© Infrastructure
© Platorm

© Servicss

© Applications

© egration

> Amzon 83

> Amazon Simpleds

Storage | soogle BigTable

| Miorosot saL Data Senvoes

= Rackspaoe Mosso Cloudrs

> Amazon 505

> Appian Anpahere

/"> appivc cloud connectors

/> Boomi

> Bungee Labs Connect
> Castion

\_= anip
> el

| Microzoft BizTak Senvicas

|\_> opsouce conneet

\_> SnapLogio 5a3s Solution Packe

> ais

[ = avapt

= 1P Applicaions

Billng | reet
, > Opseuce iting
[ | vindicia

| > zuna

> enstuatus
| P

Security |-
|~ ping tgantiy

> Openib/oauth

\_= sympiitied

> 3Tera AppLogio

\
i = Appistry CloudiQ

| > Cloudhick
\ Fabric Mgmt |-
= Hyperic Cloudstatus

> Elasta Cloud Server

| = Kaave oD
\_ Rightsoale

| > sealr

> Conour

[ = soogte spps

= nesute
© Appications |
_{; [E———

| Tateo

e thousands of otrers)




Figure 1: Cloud computing taxonomy

As pictorially described in Fig. 1
, a great interest on Cloud computing has been manifested from both academic and private research centers, and numerous projects from industry and academia have been proposed. In commercial contexts, among the others we highlight: Amazon Elastic Compute Cloud (http://aws.amazon.com/ec2), IBM’s Blue Cloud (http://www-03.ibm.com/press/us/en/pressrelease/22613.wss/), Sun Microsystems Network.com (http://www.network.com), Microsoft Azure Services Platform (http://www.microsoft.com/azure/default.mspx), Dell Cloud computing solutions (http://www.dell.com/cloudcomputing). There are also several scientific activities, such as: Reservoir (http://www-03.ibm.com/press/us/en/pressrelease/23448.wss/) , Nimbus-Stratus-Wispy-Kupa
 and OpenNEbula (http://www.opennebula.org/). All of them support and provide an on-demand computing paradigm, in the sense that a user submits his/her requests to the Cloud that remotely, in a distributed fashion, processes them and gives back the results. This client-server model well fits aims and scopes of commercial Clouds: the business. But, on the other hand, it represents a restriction for scientific Clouds, that have a view closer to Volunteer computing.

Volunteer computing (also called Peer-to-Peer computing, Global computing or Public computing) uses computers volunteered by their owners, as a source of computing power and storage to provide distributed scientific computing [3].

It is behind the “@home”
 philosophy of sharing/donating network connected resources for supporting distributed scientific computing.

We believe the Cloud computing paradigm is applicable also at lower scales, from the single contributing user, that shares his/her desktop, to research groups, public administrations, social communities, small and medium enterprises, which make available their distributed computing resources to the Cloud. Both free sharing and pay-per-use models can be easily adopted in such scenarios.

From the utility point of view, the rise of the “techno-utility complex” and the corresponding increase of computing resources demand, in some cases growing dramatically faster than Moore’s Law as predicted by the Sun CTO Greg Papadopoulos in the red shift theory for IT [13], could bring, in a close future, towards an oligarchy, a lobby or a trust of few big companies controlling the whole computing resources market. In this sense: “vested economic and political interests could conspire together to build huge technology-based utility industries that preserve and reinforce their power bases”
.

To avoid such pessimistic but achievable scenario, we suggest to address the problem in a different way: instead of building costly private data centers, that the Google CEO Eric Schmidt likes to compare to the prohibitively expensive cyclotrons [4], we propose a more “democratic” form of Cloud computing, in which the computing resources of single users accessing the Cloud can be shared with the others, in order to contribute to the elaboration of complex problems.

Since this paradigm is very similar to the Volunteer computing one, it can be named Cloud@Home. Both hardware and software compatibility limitations and restrictions of Volunteer computing can be solved in Cloud computing environments, allowing to share both hardware and software resources or services.

The Cloud@Home paradigm could be also applied to commercial Clouds, establishing an open computing-utility market where users can both buy and sell their services. Since the computing power can be described by a “long-tailed” distribution, in which a high-amplitude population (Cloud providers and commercial data centers) is followed by a low-amplitude population (small data centers and private users) which gradually “tails off” asymptotically, Cloud@Home can catch the Long Tail effect [2], providing similar or higher computing capabilities than commercial providers’ data centers, by grouping small computing resources from many single contributors.
2 Why Cloud@Home? 

The necessity of such a new computing paradigm is strictly related to the limits of existing Cloud solutions. For years the Grid computing paradigm has been considered as the solution for all the computing problems: a secure, reliable, performing platform for safely managing geographically distributed resources. But the Grid computing has some drawbacks: it is sensitive to hardware or software differences or incompatibility; it is not possible to dynamically extend a Virtual Organization by on-line enrolling resources, and consequently is not possible to share local resources, if they are not initially enrolled in the VO; it often does not face QoS and billing problems; it mainly implements data parallelism against task parallelism, making difficult the composition of services; a user needs to have knowledge of both the distributed system and the application requirements in order to submit and manage jobs.

These lacks have been partially faced and solved in Utility and Cloud computing, implementing service oriented paradigms with higher level user friendly interfaces. Utility and Cloud implement on-demand computing paradigms: users commission their computing, pay and get the results. Since they are mainly thought for commercial applications, QoS and business policies have to be carefully addressed. Utility and Cloud computing lack of an open, free viewpoint: as in the Grid computing, it is not possible to enroll resources or services, as also to build custom data centers by dynamically aggregating resources and services not conceived with this purpose.

Moreover, each Cloud has its own interface and services, therefore it cannot communicate or interoperate with the other Clouds. Another important issue is the customizability, i.e. the capability of expressing a custom application by means of services.

On the other hand the Volunteer computing paradigm is born for supporting the philosophy of open computing. It implements an open distributed environment in which resources (not services as in the Cloud) can be shared. But it manifests the same problem of Grid with regard to the compatibility among resources. Moreover, due to its purpose, it also does not implement any QoS and billing policy.

2.1 Aims and Goals

Ian Foster summarizes the computing paradigm of the future as follows
: “... we will need to support on-demand provisioning and configuration of integrated “virtual systems” providing the precise capabilities needed by an end-user. We will need to define protocols that allow users and service providers to discover and hand off demands to other providers, to monitor and manage their reservations, and arrange payment. We will need tools for managing both the underlying resources and the resulting distributed computations. We will need the centralized scale of today’s Cloud utilities, and the distribution and interoperability of today’s Grid facilities.”.

We share all these requirements, but in a slightly different perspective: we want to actively involve users into such a new form of computing, allowing to create their own interoperable Clouds. In other words, we believe that it is possible to export, apply and adapt the “@home” philosophy to the Cloud computing paradigm. By merging Volunteer and Cloud computing, a new paradigm is created: Cloud@Home. This new computing paradigm gives back the power and the control to users, who can decide how to manage their resources/services in a global, geographically distributed context. They can voluntarily sustain scientific projects by voluntarily providing their resources to scientific research centres for free, or they can earn money by selling their resources to Cloud computing providers in a pay per use/share context.
In this way, the focus is moved from Cloud providers to users: Cloud@Home can be a Cloud computing framework that take as main goal user’s needs. Thus, in such perspective, both the commercial/business and the volunteer/scientific viewpoints coexist: in the former case the end-user orientation of Cloud is extended to a collaborative two-way Cloud in which users can buy and/or sell their resources/services; in the latter case, the Grid philosophy of few but large computing requests is extended and enhanced to open Virtual Organizations. In both cases QoS requirements could be specified, introducing in the Grid and Volunteer philosophy (best effort) the concept of quality.
Cloud@Home can be also considered as a generalization and a maturation of the @home philosophy: a context in which users voluntarily share their resources without any compatibility problem. This allows to knock down both hardware (processor bits, endianness, architecture, network) and software (operating systems, libraries, compilers, applications, middlewares) barriers of Grid and Volunteer computing. Moreover, in Cloud@Home the term resources must be interpreted in the more general Cloud sense of services. This means that Cloud@Home allows users to share not only physical resources, as in @home projects or in Grid environments, but any kind of service. The flexibility and the extendibility of Cloud@Home could allow to easily arrange, manage and make available (for free or paying) significant computing resources (greater than in Clouds, Grids and/or @home environments) to everyone that owns a computer.

From the other hand, Cloud@Home can be considered as the enhancement of the Grid-Utility vision of Cloud computing. In this new paradigm, users’ hosts are not passive interfaces to Cloud services, but they can be actively involved in computing. Single nodes and services can be enrolled by the Cloud@Home middleware, in order to build own-private Cloud infrastructures that can (for free or paying) interact with other Clouds. This allows to customize Cloud applications with own special purpose services.
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Figure 2: Cloud@Home Scenario

The Cloud@Home motto is: heterogeneous hardware for homogeneous Clouds. Thus, the scenario we prefigure is composed of several coexisting and interoperable Clouds, as pictorially depicted in Fig. 2. Open Clouds (yellow) identify open VO operating for free Volunteer computing; Commercial Clouds (blue) characterize entities or companies selling their computing resources for business; Hybrid Clouds (green) can both sell or give for free their services. Both Open and Hybrid Clouds can interoperate with any other Clouds, also Commercial, while these latter can interoperate each other if and only if the Commercial Clouds are mutually recognized. In this way it is possible to make federations of Clouds working together on the same project.
This can give to users the possibility to choose the best provider that matches their requirements. In such flexible context, Cloud providers can establish business relationships, agreements and strategies to achieve the best market performance, reducing costs and maximizing revenues.

The overall infrastructure must deal with the high dynamism of its nodes/resources, allowing to move and reallocate data, tasks and jobs. It is therefore necessary to implement a lightweight middleware, specifically designed to optimize migrations. The choice of developing such middleware on existing technologies (as done in Nimbus-Stratus starting from Globus) could be limitative, inefficient or not adequate from this point of view. This represents another significant point in favor of Could@home against Grid: a lightweight middleware allows to involve limited resources’ devices into the Cloud, implementing some specific (light) services. Moreover, the Cloud@Home middleware does not influence the code writing as Grid and Volunteer computing paradigms do.

Another important goal of Cloud@Home is the security. Volunteer computing has some lacks in security concerns, while the Grid paradigm implements complex security mechanisms. The virtualization in Clouds implements the isolation of the services, but does not provide any protection from local access. With regards security, the specific goal of Cloud@Home is to extend the security mechanisms of Clouds to the protection of data from local access. Since Cloud@Home is composed of an amount of resources potentially larger than commercial or proprietary Cloud solutions, its reliability can be compared to the Grid or the Volunteer computing one, and it should be greater than other Clouds.
Last but not least, interoperability is one of the most important goal of Cloud@Home. This is an open problem in Grid, Volunteer and Cloud computing that we want to adequately face in Cloud@Home. In Grid environment interoperability is a very tough issue, many people tried to address it for many years and still we are far away to solve the problem. Interoperability in Cloud contexts is easier, since virtualization avoids the major architectural, physical, hardware and software problems.
New standards and interfaces enabling enhanced portability and flexibility of virtualized applications have to be implemented. Up to now, significant discussion has occurred around open standards for Cloud computing. In this context, the “Open Cloud Manifesto” (www.opencloudmanifesto.org) provides a minimal set of principles that will form a basis for initial agreements as the Cloud community develops standards for this new computing paradigm. Moreover, problems of compatibility among different virtual machines (VM) monitors can arise and therefore must be adequately faced, as the Open Virtualization Format (OVF) group is trying to do.
2.2 Application Scenarios

Several possible application scenarios can be imagined for Cloud@Home: 

•
Scientific research centers, communities - the Volunteer computing inspiration of Cloud@Home provides means for the creation of open, interoperable Clouds for supporting scientific purposes, overcoming the portability and compatibility problems highlighted by the @home projects. Similar benefits could be experienced in public administrations and open communities (social network, peer-to-peer, cloud gaming, etc). Through Cloud@Home it could be possible to implement resources and services management policies with QoS requirements (characterizing the scientific project importance) and specifications (QoS classification of resources and services available). A new deal for Volunteer computing that does not take into consideration such aspect, following a best effort approach.

•
Enterprises - planting a Cloud@Home computing infrastructure in business/commercial locations can bring considerable benefits, especially in small and medium but also in big enterprises. It could be possible to implement own data center with local, existing, off the shelf, resources: usually in any enterprise there exist a capital of stand-alone computing resources for office automation, monitoring, designing and so on. Since such resources are only (partially) used in office hours, by Internet connecting them altogether it becomes possible to build up a Cloud@Home data center, in which allocate the shared services (web server, file server, archive, database, etc) without compatibility constraints or problems. The interoperability among Clouds allows to buy computing resources from commercial Cloud providers if needed or, otherwise, to sell the local Cloud computing resources to the same providers. This allows to reduce and optimize business costs according to QoS/SLA policies, improving performances and reliability. For example, this paradigm allows to deal with the flow peaks economy: data centers could be sized for the medium case, and worst cases (peaks) could be managed by buying computing resources from Cloud providers. Moreover, Cloud@Home drives towards a resources rationalization: all the business processes can be securely managed by web, allocating resources and services where needed. In particular this fact can improve marketing and trading (E-commerce), making available to sellers and customers a lot of customizable services. The interoperability could also point out another scenario, in which private companies buy computing resources in order to resell them. 

•
Ad-hoc networks, wireless sensor networks, home automation - the Cloud computing approach, where both the software and the computing resources are owned and managed by the service providers, eases the programmers’ efforts in facing the device heterogeneity and prevents application downloads. Mobile application designers should start to consider that their applications, besides to be usable on a small device, will need to interact with the Cloud. Service discovery, brokering, and reliability are important, and services are usually designed to interoperate [1]. In order to consider the arising consequences related to the access of mobile users to service-oriented grid architecture, researchers have proposed new concepts such as the one of a mobile dynamic virtual organization [20]. New distributed infrastructures have been designed to facilitate the extension of Clouds to the wireless edge of the Internet. Among them, the Mobile Service Clouds enables dynamic instantiation, composition, configuration, and reconfiguration of services on an overlay network to support mobile computing [16].

A still open research issue is whether or not a mobile device should be considered as a service provider of the Cloud itself. The use of modern mobile terminals such as smart-phones not just as Web Service requestors, but also as mobile hosts that can themselves offer services in a true mobile peer-to-peer setting is discussed in [17]. Context aware operations involving control and monitoring, data sharing, synchronization, etc, could be implemented and exposed as Cloud@Home Web services involving wireless and Bluetooth devices, laptop, Ipod, cellphone, household appliances, and so on. Cloud@Home could be a way for implementing Ubiquitous and Pervasive computing: many computational devices and systems can be engaged simultaneously for performing ordinary activities, and may not necessarily be aware that they are doing so. 

3 Cloud@Home Overview

Our basic idea is to reuse “domestic” computing resources to build voluntary contributors’ Clouds. With Cloud@Home, anyone can experience the power of Cloud computing, both actively providing his/her own resources and services, and passively submitting his/her applications.

3.1 Issues, Challenges and Open Problems

In order to implement such a form of computing the following issues should be taken into consideration: 

•
Resources and Services management - a mechanism for managing resources and services offered by Clouds is mandatory. This must be able to enroll, discovery, index, assign and reassign, monitor and coordinate resources and services. A problem to face at this level is the compatibility among resources and services and their portability. 

•
Frontend - abstraction is needed in order to provide users with a high level service oriented point of view of the computing system. The frontend provides a unique, uniform access point to the Cloud. It must allow users to submit functional computing requests only providing requirements and specifications, without any knowledge of the system resources deployment. The system evaluates such requirements and specifications and translates them into physical resources’ demand, deploying the elaboration process. Another aspect concerning the frontend is the capability of customizing Cloud services and applications. 

•
Security - effective mechanisms are required to provide: authentication, resources and data protection, data confidentiality and integrity. 

•
Resource and service accessibility, reliability and data consistency - it is necessary to implement redundancy of resources and services, and hosts’ recovery policies since users voluntarily contribute to the computing, and therefore they can asynchronously, at any time, log out or disconnect from the Cloud. 

•
Interoperability among Clouds - it should be possible for Clouds to interoperate each other. 

•
Business models - for selling Cloud computing it is mandatory to provide QoS and SLA management for both commercial and open volunteer Clouds (traditionally best effort), in order to discriminate among the applications to be run. 
3.2 Basic Architecture

 In order to accomplish the introduced issues, we recur to virtualization. This technology provides solution to the problem of incompatibility among resources, implements an adequate level of abstraction and guarantees the isolation of services and resources, i.e. the security protection.

A possible Cloud@Home architecture is shown in Fig. 3, identifying three hierarchical layers: frontend, virtual and physical.
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Figure 3: Basic architecture of Cloud@Home
According to this point of view the Cloud is composed of several contributing hosts that share their resources. A user can interact with the Cloud through the consumer host after authenticating him/herself into the system. The main enhancement of Cloud@Home is that a host can be at the same time both contributing and consumer host, establishing a symbiotic mutual interaction with the Cloud.

3.3 Frontend Layer

The Cloud@Home frontend layer is responsible for the resources and services management (enrolling, discovery, allocation, coordination, monitoring, scheduling, etc) from the global Cloud system’s perspective. The frontend layer provides tools for translating end-user requirements into physical resources’ demand, also considering QoS/SLA constraints, if specified by the user. Moreover, in commercial Clouds, it must be able to negotiate the QoS policy to be applied (SLA), therefore monitoring for its fulfillment and, in case of unsatisfactory results, adapting the computing workflow to such QoS requirements.

If the available Cloud’s resources and services can not satisfy the requirements, the frontend layer provides mechanisms for requesting further resources and services to other Clouds, both open and/or commercial. In other words, the Cloud@Home frontend layer implements the interoperability among Clouds, also checking for services’ reliability and availability. In order to improve reliability and availability of services and resources, especially if QoS policies and constraints have been specified, it is necessary introduce redundancy.

The frontend layer is split into two parts, as shown in Fig. 3: the server side, implementing the resources management and related problems, and the light client side, only providing mechanisms and tools for authenticating, accessing and interacting with the Cloud.

In a widely distributed system, globally spread around the world, the knowledge of resources’ accesses and uses assumes great importance. To access and use the Cloud services a user first authenticates him/herself and then specifies whether he/she wants to make available his/her resources and services for sharing, or he/she only uses the Cloud resources for computing. The frontend layer provides means, tools and policies for managing users. The best mechanism to achieve secure authentications is the Public Keys Infrastructure (PKI) [18], better if combined with smartcard devices that, through a trusted certification authority, ensure the user identification.

Referring to Fig. 3, three alternative solutions can be offered by the frontend layer for accessing a Cloud: a) Cloud@Home frontend client, b) Web 2.0 user interface and c) low level Web interface (directly specifying REST or SOAP queries). These also provide mechanisms for customizing user applications by composing services (service mashup and SOA) and submitting own services.

3.4 Virtual Layer

The virtualization of physical resources offers end-users a homogeneous view of Cloud’s services and resources. Two basic services are provided by the virtual layer to the frontend layer and, consequently, to the end-user: execution and storage services.

The execution service is the tool provided by the virtual layer for creating and managing virtual machines. A user, sharing his/her resources within a Cloud@Home, allows the other users of the Cloud to execute and manage virtual machines locally at his/her node, according to policies and constraints negotiated and monitored at the frontend layer. In this way, a Cloud of virtual machine’s executors is established, where virtual machines can migrate or can be replicated in order to achieve reliability, availability and QoS targets. As shown in Fig. 3, from the end-user point of view an execution Cloud is seen as a set of virtual machines available and ready-to-use. The virtual machines’ isolation implements protection and therefore security. This security is ensured by the hypervisor that runs the virtual machine’s code in an isolated scope, similarly to a sandbox, without affecting the local host environment.

The storage service implements a storage system distributed across the storage hardware resources composing the Cloud, highly independent of them since data and files are replicated according to QoS policies and requirements to be satisfied. From the end-user point of view, a storage Cloud appears as a locally mounted remote disk, similarly to a Network File System or a Network Storage. The tools, libraries and API for interfacing end-user and storage Clouds are provided to user by the frontend client, but are implemented at virtual and physical layers.

In a distributed environment where any users can host part of private data, it is necessary to protect such data from unauthorized accesses (data security). A way to obtain data confidentiality and integrity could be the cryptography, as better explained in the physical layer description.

3.5 Physical Layer

The physical layer is composed of a “cloud” of generic nodes and/or devices geographically distributed across the Internet. They provide to the upper virtual layer both physical resources for implementing execution and storage services and mechanisms and tools for locally managing such resources.

Cloud@Home negotiates with users that want to join a Cloud about his/her contribution. This mechanism involves the physical layer that provides tools for reserving physical execution and/or storage resources for the Cloud, and monitors these resources, such that constraints, requirements and policies thus specified are not violated. This ensures reliability and availability of physical resources, avoiding to overload the local system and therefore reducing the risk of crashes.

To implement the execution service in a generic device or to enroll it into an execution Cloud, the device must have a hypervisor ready to allocate and run virtual machines, as shown in Fig. 3. If a storage service is installed into the device, a portion of the local storage system must be dedicated for hosting the Cloud data. In such cases, the Cloud@Home file system is installed into the devices’ shared storage space.

At physical layer it is necessary to implement data security (integrity and confidentiality) also ensuring that stored data cannot be accessed by who physically hosts them. We propose an approach that combines the inviolability of the Public Key Infrastructure asymmetric cryptography and the speed of the symmetric cryptography. Data are firstly encrypted by the symmetric key, and then stored into the selected host with the symmetric key encrypted by the user private key. This ensures that only authorized users can decrypt the symmetric key and consequently can access data.

SSH, TLS, IPSEC and other similar transmission protocols could be used to manage the connection among nodes. However, since the data stored in a Cloud@Home storage are encrypted, it is not necessary to use a secure channel for data transfers, more performant protocol, such as BitTorrent
, can be used. The secure channel is required for sending and receiving non-encrypted messages and data to/from remote hosts.

Once the functional architecture of Cloud@Home has been introduced, it is necessary to characterize the blocks implementing the functions thus identified. These blocks have been depicted in the layered model of Fig. 4, that reports the core structure of the overall system implementing the Cloud@Home server-side, subdivided into management and resource subsystems.
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Figure 4: Cloud@home Core Structure Organization

3.6 Management Subsystem

In order to enroll and manage the distributed resources and services of a Cloud, providing a unique point of access them, it is necessary to adopt a centralized approach that is implemented by the management subsystem. It is composed of four parts: the user frontend (UF), the Cloud broker, the resource engine and the policy manager.

The user frontend provides tools for Cloud@Home-User interactions. It collects and manages the users’ requests issued by different types of clients (frontend client, Web 2.0 and low level SOAP/REST Web interface). All such requests are transferred to the blocks composing the underlying layer (resource engine, Cloud broker and policy manager) for processing.

The Cloud broker collects and manages information about the available Clouds and the services they provide (both functional and non-functional parameters, such as QoS, costs, reliability, request formats’ specifications for Cloud@Home-foreign Clouds translations, etc).

The policy manager provides and implements the Cloud’s access facilities. This task falls into the security scope of identification, authentication and permission management. To achieve this target, the policy manager uses an infrastructure based on PKI, smartcard devices and Certification Authority. The policy manager also manages the information about users’ QoS policies and requirements.

The resource engine is the hearth of Cloud@Home. It is responsible for the resources’ management, the equivalent of a Grid resource broker in a broader Cloud environment. To meet this goal, the resource engine applies a hierarchical policy. It operates at higher level, in a centralized way, indexing all the resources of the Cloud. Incoming requests are delegated to VM schedulers or storage masters that, in a distributed fashion, manage the computing or storage resources respectively, coordinated by the resource engine.
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Figure 5: Cloud@Home End-User Negotiation

In order to manage QoS policies and to perform the resources discovery, the resource engine collaborates with both Cloud broker and policy manager, as depicted in Fig. 5 showing the step-by-step interactions among such blocks. After authenticating into the system (steps 1 and 2), an end-user specifies his/her requirements (step 3), saved by the policy manager (step 4). Then, a negotiation between the two parties is triggered (step 5), iteratively interacting with the end-user till an agreement is met (SLA). This task is split into two parallel subtasks: the former (step 5a), performed by the policy manager under the supervision of the resource engine, estimates and evaluates the QoS requirements of the request; the latter (step 5b), performed by the resource engine, discovers resources and services to be used. Both subtasks can require the collaboration of the Cloud broker, that looks for other Clouds able to provide resources and services to satisfy SLA/QoS requirements.
       Fig. 6 shows the interaction between a contributing user, that wants to provide his/her resources to a Cloud, and the Cloud@Home management system. A user, authenticated by the Cloud’s policy manager (steps 1 and 2), sends a request for registering resources and services to the user frontend (step 3), also specifying policies for using them. It sorts the request at the resource engine (step 4a), and constraints and policies at the policy manager (step 4b). After that, the resource engine searches for a VM scheduler or a storage master to which such resources/services have to be assigned (step 5), collaborating with the policy manager. It can also create a new VM scheduler/storage master if the search results obtained do not satisfy the requirements.

Once the scheduler/master is identified the policy manager contacts it for exchanging policies and specifications of the resources. Then the resource engine sends the acknowledgement and the scheduler/master reference to the contributing host (step 7), that signals its availability and actual status (step 8).
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Figure 6: Cloud@Home Resource Setup

3.7 Resource Subsystem

The resource subsystem contains all the blocks implementing the local and distributed management functionalities of Cloud@Home. This subsystem can be logically split into two parts offering different services over the same resources: the execution Cloud and the storage Cloud. The management subsystem merges them providing a unique Cloud that can offer both execution and/or storage services.

The execution Cloud provides tools for managing virtual machines according to users’ requests and requirements coming from the management subsystem. It is composed of four blocks: VM scheduler, VM provider, resource monitor and hypervisor.

The VM Scheduler is a peripheral resource broker of the Cloud@Home infrastructure, to which the resource engine delegates the management of computing/execution resources and services of the Cloud. It establishes which, what, where and when allocate a VM, moreover it is responsible for moving and managing VM services.

From the end-user point of view a VM is allocated somewhere on the Cloud, therefore its migration is transparent for the end-user that is not aware of any VM migration mechanism. The association between resources and scheduler is made locally, as shown in Fig. 6. Since a scheduler can become a bottleneck if the system grows, to avoid the congestion further decentralized and distributed scheduling algorithms can be implemented. Possible strategies and tricks for facing the problem are: 

•
implementing a hierarchy of schedulers with geographic characterization (local, zone, area, region, etc); 

•
replicating schedulers, which can communicate each other for synchronization; 

•
autonomic scheduling. 

The VM provider, the resource monitor and the hypervisor are responsible for managing a VM locally to a physical resource. A VM provider exports functions for allocating, managing, migrating and destroying a virtual machine on the corresponding host.

The resource monitor allows to take under control the local computing resources, according to requirements and constraints negotiated in the setup phase with the contributing user. If during a virtual machine execution the local resources crash or become insufficient to keep running the virtual machine, the resource monitor asks the scheduler to migrate the VM elsewhere.
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Figure 7:  User Computing Request Processing

Fig. 7 depicts the process of requesting and allocating computing resources in Cloud@Home environments. The overall process is coordinated by the resource engine that estimates requests and requirements submitted by the end-user (steps 0,1 and 2), previously authenticated, and therefore evaluates and selects proper schedulers (step 3). Each of such schedulers, in its turn, allocates the physical resources that will host the VM (step 4). The access points of such resources are then fed back to the end-user (steps 5 and 6), and consequently the two parties get connected and can directly interact (step 7).

In order to implement the storage Cloud, we specify the Cloud@Home file system (FS), adopting an approach similar to the Google FS one [9]. The Cloud@Home FS splits data and files into chunks of fixed or variable size, depending on the storage resource available. The architecture of such file system is hierarchical: data chunks are physically stored on chunk providers and corresponding storage masters index the chunks through specific file indexes (FI).

The storage master is the directory server, indexing the data stored in the associated chunk providers, It directly interfaces with the resource engine to discover the resources storing data. In this context the resource engine can be considered as the directory server indexing all the storage masters. To improve the storage Cloud reliability, storage masters must be replicated. Moreover, a chunk provider can be associated to more than one storage master.

In order to avoid a storage master becoming a bottleneck, once the chunk providers have been located, data transfers are implemented by directly connecting end-users and chunk providers. Similar techniques to the ones discussed about VM schedulers can be applied to storage masters for improving performance and reliability of the storage Clouds.

Chunk providers physically store the data, that, as introduced above, are encrypted in order to achieve the confidentiality goal.

Data reliability can be improved by replicating data chunks and chunk providers, consequently updating the corresponding storage masters. In this way, a corrupted data chunk can be automatically recovered and restored through the storage masters, without involving the end-user.
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Figure 8:  User Remote Disk I/O Request Processing

Similarly to the execution Cloud, the storage Cloud can be implemented as shown in Fig. 8: an end-user data I/O request to the Cloud (steps 0 and 1) is delivered to the resource engine (step 2), that locates the storage masters managing the chunk providers where data are stored or will be stored (step 3), and feeds back the list of chunk providers and data indexes to the end-user (step 4, 5 and 6). In this way the end user can directly interact with the assigned chunk providers storing his/her data (step 7).

4 Ready for Cloud@Home? 

In this paper we proposed an innovatory computing paradigm merging volunteer contributing and Cloud approaches into Cloud@Home. This proposal represents a solution for building Clouds, starting from heterogeneous and independent nodes, not specifically conceived for this purpose. This can implement a generalization of both Volunteer and Cloud computing by aggregating the computational potentialities of many small, low power systems, exploiting the long tail effect of computing.

In this way Cloud@Home opens the Cloud computing world to scientific and academic research centers, as well as to communities or single users: anyone can voluntarily support projects by sharing his/her resources. On the other hand, it opens the utility computing market to the single user that wants to sell his/her computing resources. To realize this broader vision, several issues must be adequately taken into account: reliability, security, portability of resources and services, interoperability among Clouds, QoS/SLA and business models and policies.

It is necessary a common understanding, an ontology that fixes metrics and concepts such as resources, services and also overall Clouds functional and non-functional parameters (QoS, SLA, exposition format, and so on), that must be translated into specific interoperability standards. Fundamental aspects to take into account are reliability and availability: in a heterogeneous Cloud we can have resources highly reliable and available, such as NAS and/or computing servers, and barely reliable and available, such as temporary contributors connected only few hours. Cloud@Home must consider such parameters, specifying adequate policies for optimizing their management.
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�	 Ethical computing puts into practice the principles of computer ethics. Computer ethics is a branch of practical philosophy which deals with how computing professionals should make decisions regarding professional and social conduct. Computer ethics is a very important topic in computer applications, whose interests are quickly rising in the last period due to the increase of raw materials and basic commodities prices. 


�	According to the ties between the host and the guest OS, two kinds of virtualization techniques are available [� REF BIB_VMWARE_VIRT \h � \* MERGEFORMAT �19�]: full-virtualization (completely decoupled OS such as QEMU, VirtualBox, VMWare, etc) and para-virtualization (guest OS partially depends on host OS such as XEN).


�	http://www.oreillynet.com/pub/a/oreilly/tim/news/2005/09/30/what-is-web-20.html


�	http://peterlaird.blogspot.com/2008/09/visual-map-of-cloud-computingsaaspaas.html


�	Respectively: http://workspace.globus.org/clouds/nimbus.html/, http://www.acis.ufl.edu/vws/, http://www.rcac.purdue.edu/teragrid/resources/#wispy, http://meta.cesnet.cz/cms/opencms/en/docs/clouds


�	Examples of projects on the topic are: SETI@home (Search for Extra-Terrestrial Intelligence http://setiathome.berkeley.edu/ ) - looks for radio evidence of extraterrestrial life; FOLDING@home (http://folding.stanford.edu/) Predictor@home (http://predictor.chem.lsa.umich.edu/) - investigate protein-related diseases; Einstein@home (http://einstein.phys.uwm.edu/) - looks for gravitational signals coming from pulsars; LHC@home (http://lhcathome.cern.ch/) - improves the design of LHC particles accelerator; AQUA@home (http://aqua.dwavesys.com/) - predicts the performance of superconducting adiabatic quantum computers on a variety of hard problems. 


�	http://www.roughtype.com/archives/2007/12/the_technoutili.php


�	http://ianfoster.typepad.com/blog/2008/01/theres-grid-in.html


�	http://www.bittorrent.org/beps/bep_0003.html
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