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Abstract—We consider a wireless sensor network con- [18]. Typical solutions involve geometry properties
sisting of a set of sensors deployed randomly. A point in based on the positions of sensor nodes.
the monitored area is covered if it is within the sensing  2) Targets form a contiguous region and the objective
range of a sensor. In some applications, when the network is to select a subset of sensors to cover the rest
is sufficiently dense, area coverage can be approximated of sensors [4]. This model assumes the network

by guaranteeing point coverage. In this case, all the points . fficiently d that int
of wireless devices could be used to represent the whole IS sufliciently dense So that point coverage can

area, and the working sensors are supposed to cover all approximate area coverage. Typical solutions in-
the sensors. Many applications related to security and volve constructing dominating sets or connected
reliability require guaranteed k-coverage of the area at dominating sets [20] based on traditional graph
all times. In this paper, we formalize the k-(Connected) theory.

Coverage Set -CCS/k-C'S) problems, develop a linear  3) Targets are discrete points and the objective is
programming algorithm, and design two non-global solu- to select a subset of sensors to cover all of the

tions for them. Some theoretical analysis is also provided

targets. Typical solutions [3] use the traditional set
followed by simulation results. g yp 3]

coverage or bipartite graph models.

The desired level of coverage can be defined as a
. INTRODUCTION multiple coverage for the purpose of reliability in case

of failure or for other applications related to security

In wireless sensor networks (WSNs), one design chgk g ocalized intrusion detection) or localization (e.g.
lenge is to save limited energy resources to proloRgangulation-based positioning).

the lifetime of the network. A duty cycle is therefore In this paper, we focus on the second coverage prob-

introduced to allow each sensor to switch between actiyg. \ve first formalize theé:-(Connected) Coverage Set
and sleep modes to save energy. On the other ha()chC’S/k-CS) problems in terms of linear program-

a certain amo_unt of active nodes should be'present (ﬂﬂg, and an approximation algorithm based on integer
ensure a desired level of coverage at all times. TB?

| . des i led d th ogramming is developed for theC'S problem. We
way o select active nodes Is calledverageand the then propose two non-glob&lcoverage solutions. One

method to rotate the role of each sensor to meet ceraing aq jocal cluster-based with a deterministic bound,

objectives is calledscheduling where nodes alternatey,q oiher is localized with a proven probabilistic bound.

between active and sleeping modes. ~ Two versions of each solution will be considered, one
Ina WSN, a sensor covers a target if the target is in thGh, connectivity for k-CC'S and the other without

sensing range of the sensor. There exist three coveragfnectivity for k-C'S. Using a custom simulator, we

models depending on how targets are defined: compare the effectiveness of the proposed approaches
1) Targets form a contiguous region and the objectiweith other local solutions to the same problem. Our

is to select a subset of sensors to cover the regioontributions in this paper are the following:

The work was supported in part by NSF grants ANI 0083836, 1) Define and formalize thé-(Connected) Coverage

CCR 9900646, CNS 0422762, CNS 0434533, and EIA 0130806,  S€t problemsK-CCS/k-C'S).
Corresponding authors: syangl@fau.edu, jie@cse.fau.edu. 2) Develop a global algorithm for the-C'S problem



using linear programming. To operate successfully, a sensor network must also
3) Design two non-global solutions fok-CS/k- provide satisfactory connectivity so that nodes can com-
CcCs. municate for data fusion and reporting to base stations.
4) Conduct performance analysis, through analyticAl straightforward solution is to use a communication
and simulation studies on all the proposed soluange R) that is at least twice the sensing rangg éuch
tions. that area coverage implies connectivity of active sensors

The remainder of the paper is organized as followk6]. This conclusion was generalized in [19]: When
Section Il reviews the related work in the field. Seck > 2r, a sensor network that achievéscoverage is
tion Il gives the problem definition of the-C'S/k-CC'S  k-connected. More analysis can be found in [17].
problems. Section IV presents the linear programmingJiang et al [10] considered a local solution fbr
algorithm fork-C'S. Section V proposes the quasi-locafoverage and extended point coverage to area cover-
solution and the local solution for the problems. Thade using a notion obiggest vacant square territory
theoretical bounds of them are also given in this sectidf8VST). We will discuss this scheme under the zero
The performance study through simulation is conduct&YST, since the area coverage is not an issue here. The

in Section VI. The paper concludes in Section VII.  basic idea is to apply a local solution to put as many

sensors to sleep as possible while ensuring a full 1-

coverage assuming the sensor ramgis the same as

the transmission rangB. Then,r is enlarged to ensure
Several local solutions exist to maintain 1-coverage jacoverage. Specifically, to ensukecoverage; should

a wireless sensor network. Most of them rely on locatidse set to be at least/2 + 1 + (v/2/2 + 2)i] R, where

information. A pruning method was proposed in [18]nteger: is a minimum value satisfyinE?j 45 > k—1.

where a sensor can switch to sleep mode, if its sensing

area is covered by sensing areas of its neighbors. As the I1l. PROBLEM DEEINITIONS

calculation of sensing area coverage becomes tediousWe consid irel work isti f

some simplifications have been used. One method i der a WIreless Sensor nework consisting o

to use a grid system [23], where the sensing areaﬁs omogeneous wireless devices (Sensors), ..., sn.

represented by the grid points within this area, and reduce energy consumption while increasing security

. . . nd reliability, we want to select a minimum subset of
area coverage is approximated by point coverage. 1n . ) :
o . sensors with the property that each sensor is monitored
another method [22], the deployment area is divided info .
at leastk sensors in the selected subset.

small squares. After one sensor is elected to be acti .

; . e model the network as an undirected graph=

in each square, other nodes can switch to sleep mo§§.
f

Il. RELATED WORK

The following probing-based solution [24] does not rel  E), with the set of vertlces (or nodes) being thg set
o . . . sensors. An edge exists between two nodes if the
on location information. Basically, each sensor tries {0 , "y ,
o ) . . wo corresponding sensors are each within the other’s

detect activities of its neighbors. It switches to sleeé)0

. : , ) mmunication range. We assume that the network is
mode if some active neighbors are detected; otherwise,.. . :
. ) : Sufficiently dense, such that the network is connected,
it switches to active mode.

For k-coverage, a global method was proposed ﬁ.qnd each node has at leastneighbors for a given

.. constant. Let us now intr the problem definitions.
[15] to constructk separate sets, each set achlevmcgO stants. Let us no oduce the problem definitions

1-coverage. Together, these sets provigeoverage. A k-Coverage Set §-C'S) Problem: Given a constant >
local solution was provided in [1] to solve the samg and an undirected grapfi = (V, F) find a subset of
problem. nodesC' C V such that (1) each node Iri is dominated

When the objective is to cover individual target§covered) by at least different nodes inC, and (2) the
dominating set algorithms [3] [5] that achieve pointumber of nodes i is minimized.

coverage should be considered. The problems of doubl .
point coverage and-point coverage in general have bee%-%onnected Coverage SetiCC'S) Problem: Given

studied in [8]. In [11], three heuristic algorithms ar constant: > 0 and an undirected graplf = (V, £)

provided to achieve double point coverage. Localized r—“.i a sub'set of nodes C V' such that (1.) each node in
coverage algorithms were discussed in [14]. Dai and Wu is dominated (covered) by at_ Ie_alstd|_ff(_argnt nodes
[6] has proposed several local algorithms to constructmgc’ (2) the n_umber of nodes i@" is minimized, and
k-connected:-dominating set. In this paper, we proposg the nodes it are connected.

to maintain 1-connectivity rather thamrconnectivity, to  k-C'S and k-CC'S are extensions of the Dominating

reduce the size of thk-coverage set. Set (DS) and Connected Dominated Set (CDS) problems



[20]. A set is dominating if every node in the networlNext, we present oup-approximation algorithm, where
is either in the set or a neighbor of a node in the set.= A + 1. Based on the optimal solution* of the
When a DS is connected, it is denoted as a CDS; thrataxed LP, we compute a solutiarfor the IP. When the
is, any two nodes in the DS can be connected througlgorithm terminates, the sét contains thek-coverage
intermediate nodes from the DS. CDS as a connecteet.
virtual backbone has been widely used for broadcast
process [16], searching in a reduced space, and poMdgorithm 1: LP-based Algorithm (LPA)
coverage in wireless sensor networks [4]. When= 1) C=¢
1, k-CS (k-CCS) problem reduces to the DS (CDS) 2) Let z* be an optimal solution of the Relaxed
problem. Therefore, fok = 1, both k-C'S and k-CC'S Linear Programming
are NP-complete [9]. 3) For eachj = 1,...,n do:
a) If 27 > 1/p, thenz; =1 andC = C U {s;}
IV. A GLOBAL SOLUTION FOR THEk-C'S PROBLEM b) If x}k < 1/p, thenz,; =0

In this section, we first formulate the-C'S problem  4) ReturnC
using Integer Programming (IP) and then present the LP-
based approximation algorithm.

Given The complexity of this algorithm is dominated by
e 1 Nodessy, ... 5, the linear programming solver. The best performance is
« a;;, the coefficients showing the coverage relatiof2(n’) Using Ye's algorithm [25], where is the number
ship between nodes. These coefficients are defiréfgvariables.
as follows: Theorem 1:The LP-based algorithm is anp-

if node s; is covered by node; approximation algorithm for thé-C'S problems, where

1
dij = { 0 otherwise

Variables z;, boolean variable, foj =1...n:

p=A+1andA is the maximum node degree (.
Proof: We first note thatp A+ 1

maxj<i<n Z?:1 a;j. Next, we show that our algorithm

is an p-approximation of the optimal solution. Based on

. 1 if node s; is selected in the subsét e i
=Y 0 otherwise the way we setz, it is clear thatz; < p -z, for any
j=1,...n. Therefore}>" =z < p>°7_, zj.

Next, we claim that by rounding the fractional values
of the variablesc*, we obtainz, a feasible solution for

the initial IP. For this we need to show tHef!_; a;;z; >

Integer Programming:

Minimize x1 +xzo+ ...+ x,

subject to 3" agz; > k foralli=1,...,n kforanyi=1,..n. This guarantees that the subset
= B C output by our algorithrmk-covers all the nodes.
z; € {0,1} fori=1,....,n ) Let us dividez into two subsets/; = {jlz} < 1}

and I = {jlz; > 1}. Then for anyi = 1,...,n
we haveY . ; ajzi < Y5 a; < 1; therefore,
Zjell aija:;‘ < 1. Also, 209}:1 a;jTj = Zj612 aijw;f >
— Zjell aijxj» > k — 1. Since bOch?zl ;T and k
re integers, it follows thazj;?:1 a;jT; > k. [ ]

The constrain®_"_; a;z; > k, foralli = 1,...,n,
guarantees that each node Wihis covered by at least
k nodes inC. Let us note withA the maximum node
degree inG. We extend the results presented in [7], [9
to our problem and design@&approximation algorithm,
wherep = A + 1. Since IP is NP-hard, we firselax
the IP to Linear Programming (LP), solve the LP irY'
linear time, and themound the solution in order to get
a feasible solution for the IP.

NON-GLOBAL SOLUTIONS FOR THEkK-CS/k-CCS
PROBLEMS

This section starts with a cluster-based solution which
is quasi-local, followed by a local solution for the
CSIk-CCS problems. Some examples and bounds of
the solutions are shown.

Relaxed Linear Programming:

Minimize =z +a9+ ...+ 1z,

foralli=1,...,n A. A Cluster-based Solution

In [21], the cluster-based CDS protocol is classified
(2) as a quasi-local solution, since it is based on mainly

subject to > %, ajjz; > k

0<z; <1 fori=1,...,n



local state information and occasional partial global stafg, : = 1, ..., k. We first prove that all the unmarked
information. In this subsection, we propose a schemedes can be coverddtimes. If a node: is not marked,
for the k-C'S/k-C'CS problems, which is based on thdét must be the neighbor of a node if; in round i.
traditional clustering algorithm: Therefore, there aré nodes from each of the sefs,
. Sequentially apply a traditional clustering algorithn’2, . . ., Ck, that are neighbors af, andu is coveredk
k times, whereby the clusterheads selected eddmes by the seC =3 C;,i=1,... k.
time are marked and removed immediately from the Then we prove the connectivity. Let us assuimes

network. the gateway set of clusterhead 65t For any two nodes
« Find gateways to connect the first set of the clug» v, (u,v € C), we now prove there is a path which
terheads and also mark them. contains only nodes i’ to connect them. When, v €

« For each marked node (clusterhead or gateway) (if, they are connected sin¢g U D is a CDS. When
it does not have: marked neighbors, it designateds not inC1, v must have a neighbar’, v’ € C;. This is
some unmarked neighbors to be marked. becaus&’; is a DS ofG. The same is with. Therefore,

The clustering algorithm divides the network intg* @ndv are connected through.
several clusters, and each has a clusterhead and severainally we prove that all the marked nodes themselves
neighbors of this clusterhead as members. Any two cluf@n also be coveretltimes by other marked nodes. This
terheads are not neighbors, and the clusterhead set i§ @bvious, because step 4 of CKA guarantees it. m
maximum independent set (MIS) of the network in addi- A traditional algorithm [12] take®)(n) rounds in the
with one set of gateways form theC'C'S. For coverage clustering algorithm [13] has been proposed to achieve
without connectivity, the second step, gateway selectioficoverage ir0(log® n) time with high probability. This
can be removed. Note that gateway selection can be trgrorithm can be easily extended to achiéveoverage

based, whereby gateways are selected globally to mgke) (1 10g® n) time with high probability.
the CDS a tree, or mesh-based, whereby each clusterhead

is connected to all of its neighboring clusterheads, and
thus the CDS is a mesh structure. The implementatign
follows. Initially, all the nodes are unmarked. When the In this subsection, a local solution, PKA, fot-
algorithm terminates, all the marked nodes (clusterhedd§/k-CCS is developed that is based on only local
or gateways) form thé&-CCS/k-CS. neighborhood information. A node is “k-covered” by

a subset ofC of its neighbors if and only if three

Algorithm 2: Cluster-basedk-CS/k-CC'S Algorithm ~conditions hold:
(CKA) o The subsetC' is connected by nodes with higher

A Local Solution

1) Using a clustering algorithm to select clusterheads, Priorities thanu. _
setCy, and the selected clusterheads are marked® AnY neighbor ofu is a neighbor of at least nodes

and removed from the network. fromc. . o
2) Repeat step % times, mark and remove);, i = « Each node inC has a higher priority than.
2,...,k. For coverage without connectivity, the first constraint

3) Use a gateway selection approach to select gaé@n be removed. The following algorithm provides an
ways, setD, to connect clusterheads in the first setmplementation where each node determines its status
C1, and mark nodes iD. (This step is removed (marked or unmarked) based on its 2-hop neighborhood
for a solution without connectivity.) information. Initially, it is assumed that all nodes are

4) For each node id; UC,U. .. C,UD (clusterhead marked. After the algorithm terminates, all the marked
or gateway), if the number of its marked neighborgiodes form the:-CCS/k-C'S.

t, is smaller thank, it designatesk-t unmarked  theorem 3:The marked nodes from PKA form Ja
neighbors to be marked. CSIk-CCS of the network.
Proof: Let us assume a nodeis unmarked. Then
according to PKA, there exists a sét, C = {s|s €
Theorem 2:All the clusterheads (and gateways)V(u),L(s) > L(u)}, and every node in N(u) has at
marked in CKA form ak-CS (k-CC'S) of the networks. leastk neighbors inC. That is to sayu is not in the
Proof: Let us assume that the network ¢ = highestk rank (based on priority) nodes of, thus u
(V, E), and the clusterheads selected in rourade sets is safe to be unmarked. Therefore, for each node




Algorithm 3: Pruning-based:-C'S/k-C'CS Algorithm
(PKA)
1) Each nodeu is given a unique priorityZ(u), and
each node: is represented by tupld.(u), I D(u)).
2) Each node broadcasts its neighborS¢t.), where
N(u) = {v|v is a neighbor ofu }.
3) At node u, build a subset:C(u) = {vjv €
N(u), L(v) > L(u)}. Nodew is unmarked if:

a) subsetC(u) is connected by nodes with
higher priorities thanu (this constraint is
removed for a solution without connectivity),
and

b) for any nodew € N(u), there arek distinct
nodes inC(u), say v, v, ..., vg, such that
w € N(v;).

G, its k highest rank neighbors do not have chances to " AR - ' Ay
unmark. Every node in the network is coveredimes ‘ = o °
by the marked nodes. s \ | \7 \
As to the connectivity, when condition 3 holds, the - | . \
node set marked by PKA is a superset of the node set \ Df% 37%\»
marked by pruning Rulé&” algorithm [5] on the network, B ==00 ==
which takesk as 1. Thus the connectivity is guaranteed. .,
[ |

R
o

(b) k-CS by CKA of size 9(c) k-CC'S by PKA of size 13

C. Examples : 9 f . S

Figure 1 is the small scale example. There are 15 . '
nodes in the network. The transmission range is 4 and - ) /j
k is 2. The minimum node degree in the network is not | I
less than 2. The nodes marked with diamonds form the . %’
resultantk-C'S or k-CCS in the figures. In (a), there - \\ 2= @?5
are 9 nodes in the resultaktC'C'S using CKA. We can : & * L;éé
see that all the marked nodes are connected, and every = =« o T
node in the network is covered at least twice by the (d) k-C'S by PKA of size 12 (e) k-C'S by LPA of size 12
marked nodes. (b) shows theC'S of size 9 after the
CKA (without connectivity). Although the size is theFi9- 1. A small scale examplei(= 15,k = 2,7 = 40).
same as that of thé-C'CS in (a), the marked nodes
are different. Generally speaking, the size of resultant i i
k-C'S by CKA is smaller than that ok-CC.S, but this and the other is nodes 1_2, 13, and 15. Nelthe_r of these
is not necessary. This is because, according to CK Wo components can satisfy the three constrainskfor

the gateway selection and the times of clusterhead C'S. Butif they combine tqgether, they are qu"fl"f'Ed'
. ] Therefore, node 1 unmarks itself KRC'S constructing.
selection are independent, and when the last step check

i, is k- by LPA, and th 12 nodes in it.
all the marked nodes, additional marked gateways mgf)sls ¢5 by and there are 22 nodes in
help to prevent adding more nodes in the set. (c) is

the resultant:-CC'S with the size of 13 by the PKA. D. Theoretical bounds

(d) shows thek-C'S by the PKA (without connectivity). | et K A, be the backbone constructed by the cluster-
There are 12 nodes in the set. Compared with (C), N0@@sed algorithm CKA. Similarly, lePK A, denote the

1 is not marked. This is because, neighbors of 1 forrgackbone constructed by the pruning algorithm PKA that
two connected components. One is nodes 4, 7, and 10,

R
NQ;R .




k 2 3 4
Jiang's | 325.50 325.50 325.5(
CKA 22.20 27.45 33.75
PKA 23.35 32.10 40.55

TABLE |
COMPARISON OFJIANG'S, CKA, AND PKA
(r = 40,n = 1000,7" = 7).

Fig. 2. For any node in regiod, placing & nodes in each gray the 12 gray regions. Note that thesgk nodes are all
region is sufficient tak-cover its neighbors. neighbors of an arbitrary node iA. In addition, these
nodes connected via themselves. Suppose these nodes do
exist, and among them node has the lowest priority,
achievesk-coverage, and)PT}, be the minimal node then all nodes ind with a lower priority thanw can be
set that achieves-coverage. We prove that the size ofinmarked. That isPK A4 C {u|L(u) > L(v)}, where
CKA, is O(k‘z) times the size ofOPT}, in the worst PK A, is the set of marked nodes if.
case, and the average sizeRK A, is O(k) times the  Let V4 be the set of all nodes within these 45 squares.
size of OPT}, in random wireless sensor networks.  We sortV, in the descending order of node priority, and
Theorem 4:In a unit disk graph|CK A;| = O(k2) - Qenote them by .theiranks_, 1,2,... ’.|Vf“ in the sorted
|OPT,| for all k > 1. list. The node with the highest priority has the Ic_)west
rank 1. LetAV, C V4 be the set ofl2k nodes with
minimum ranks thak-covers all neighbors of, andR 4
be the maximal rank of nodes AV 4. From the above
discussion|PK A4| < Ry4. In the following discussion,
e prove thatE(Ra) = O(k?).
PartitionV4 into k subsetd’;, V3, ..., Vk, whereV}
consists of nodes with ranksk + i,2k +4,... for 1 <
|Ci| = O(1) - |OPT:]| i < k. Let AV} C V} be the set ofl2 nodes with
minimum ranks that 1-covers all neighbors 4f and
R!, be the maximal rank of nodes idV}. Obviously,

Proof: From the cluster-based algorith@ K A, =
CiUCyU...UCL,UDUC, whereC; (1 <i<k)is
the set of clusterheads selected in rodnd is the set
of gateways to connect’, and C), is the set of nodes
added in the last step to ensutecoverage of marked
nodes. It has been proved in [2] that

for1 <i¢<kand

[D| = O(1) - |OPT| ko
R4 < max RY < ZRZA
Therefore, the number of marked nodes before the last 1<i<k =1
step Is It has been proved in [5] that when nodes and node
IC1| + |Co| + ... + |Cu| + |D| = O(k) - [OPT| priorities are randomly distributed?(RY /k) = O(1)
for 1 <4 < k. Therefore
Note that in the last step, at moktneighbors of each k ‘ k ‘
marked node are added (. That is, E(Ra) <> E(RY) =Y kE(R4/k) =O(k)
=1 =1

/

[Ckl < k(IC1] +|Co| + ... +|Cy| + | DY) Since each non-empty regioy is covered by at least
Combine the above equations, we hagek P,| < (k+ # nodes fromOPT}, and each nodes i PT}. can cover
D(ICh| + |Co| + ... + |Ckl + |D]) = (k+ 1)O(k) - at mostO(1) such regions, the total number of non-
|OPTy| = O(k?) - |OPTy| Whenk > 1, |[OPTy| < €mpty regions in the network is

|OPTy|, and|CLSy| = O(k?) - [OPTy|. u N = O(1/k) - |OPTy|
Theorem 5:In random  unit disk  graphs, From the above discussion, the average number of
E(|PKAg|) = O(k) - |[OPTj| for all k > 1. marked nodes in each non-empty regidn is O(k?).
Proof: Consider a square regia# with sided = Therefore,
r/2v/2 (diagonal liner/2). As shown in Figure 2, if N
A is not empty, neighbors of nodes i are within a E(|PKAi]) < ZE(RA) - N-O(kz) = O(k)-|OPTy|
7xT7—4 = 45 square region surroundindl. These square i=1

regions can bé-covered by putting: nodes in each of ]



% 25
PKA(CS) ——

85 [ CKA(CS) -~

PKA(CCS) -

CKA(CCS)

PKA(CS) ——
24 | CKA(CS) -~
PKA(CCS) =
23 [ CKA(CCS) =
2
21
20

19

| 18
v : 17 P .
55 L/ 18 50 e 7 B
v ’ 45 o sl

Size of k-CS

Size of k-CCS

Size of k-CS/k-CCS
Size of k-CS/k-CCS

50 17
100 200 300 400 500 600 700 800 900 1000 100 200 300 400 500 600 700 800 900 1000
Number of nodes Number of nodes

20 € 14
100 200 300 400 500 600 700 800 900 1000 100 200 300 400 500 600 700 800 900 1000
Number of nodes Number of nodes

(a) k-CC'S with r = 20 (b) k-CCS with r = 40 (@) r =20 (b) 7 = 40

LPA ——

00 [ KA Fig. 4. Algorithms with and without connectivitys(= 2).

Size of k-CS
Size of k-CS

150 160
PKA(2) —— A I PKA(2) ——
200 140 | CKA(2) > aee=e -
130 | CKA(By =
60 | 100 PKA(4) =
120 | CKA(4) -
1o /

40 T 0 ¥ ¥ ¥ ¥ ¥ . .
100 200 300 400 500 600 700 800 900 1000 100 200 300 400 500 600 700 800 900 1000

Number of nodes Number of nodes 100 7/

Size of k-CCS
Size of k-CS

90

(c) k-CS with r = 20 (d) k-C'S with r = 40 wl

o ' ,‘ 60
Flg 3. Comparison ok-CCS & k-CS by different algorithms *l00 200 300 400 500 600 700 800 00 1000 0 200 30 a0 500 600 700 800 50 1000
(k e 2) Number of nodes Number of nodes
(@ k-CCS (b) k-CS

VI. SIMULATION Fig. 5. k-CCS & k-CS by PKA & CKA with k = 2,3, 4 (r = 20).
This section presents results from our simulation.
The linear programming approach (LPA) fér-CS, as the number of node and 40 as the sensing range in
the k-coverage approach by Jiang et al (Jiang's) fdiang’s. Thus the adjusted transmission randejs 7.
k-CCS, the cluster-based algorithm with and withoudVe can see that CKA and PKA have better performance
connectivity (CKA), and the pruning algorithm with andhan Jiang’s. This is because Jiang’s is designed for the
without connectivity (PKA) fork-CCS and k-C'S are worst case bound, while CKA and PKA are based on
all evaluated and compared in the simulation. A meshverage cases, and Jiang’s does not generat€’'a's
based gateway selection algorithm is used in the CK#8et corresponding to every single valuektpfliang’s has
smaller transmission range than CKA or PKA.

Linear programming is implemented using Matlab. Figure 3 shows the comparison of the proposed LPA,
All other approaches are implemented on a custoBKA, PKA algorithms. (a) shows the resultatC'C'S's
simulator. To generate a random networknodes are by CKA and PKA when transmission range is 20. (b)
randomly placed in a restrictetio0 x 100 area. We is when transmission range is 40. CKA has better per-
assume all nodes have the same transmission range. fommance than PKA because CKA is quasi-local while
tunable parameters in our simulation are as follows: (PKA is local algorithm. More information leads to a
The node numben. We change the number of deployednore precise precess. (c) shows th&'Ss by CKA,
nodes from100 to 1000 to check the scalability of the PKA and LPA when range is 20. Both CKA and PKA
algorithms. (2) The transmission rangeWe use 20 and have better performance than LPA, especially when the
40 as transmission ranges to produce the effect of linkde number is large. (d) is when range is 40. LPA has
density on the algorithms. (3) The coverage paramieterworse performance than CKA and PKA, especially when
We use 2, 3, and 4 as its values. The performance mettie network is dense. A dense network has a negative
is the number of nodes in the resultanCCS/k-C'S. impact on the performance of LPA. This is because
For each tunable parameter, the simulation is repeatediense network increases the maximum node degree,
1000 times or until the confidence interval is sufficientlgnd thus the LPAs performance ratio. Additionally, a
small &1%, for the confidence level di0%). large maximum node degree decreases the k-set cover

Table | compares the sizes of resultanrt’CS by selection thresholdl(p), and therefore more nodes are
Jiang’s, CKA and PKA. Since in Jiang’s algorithm [10]added to the se€’. As the theoretical results indicate,
the biggest vacant square territory (BVST) is assumedltBA performs better for sparse topologies.
small enough, the network is quite dense. We use 100(Figure 4 shows the comparison @fCS and k-



CCS by different algorithms using different transmis-[7]
sion ranges, 20 in (a) and 40 in (b). We can see that

k-CS by CKA has the smallest size, and next is the

(8]

CCS by CKA. k-C'S by PKA has almost the same size

ask-CCS by PKA. Figure 5 shows the size &tCCS
in (a), andk-CS in (b) as parametek varies. We can
see that with largek, the size ofk-C'CS or k-C'S from

(9]
[10]

CKA or PKA is larger. But when the number of node is

great, this increase is less significant.

[11]

The simulation results can be summarized as follows:
(1) CKA has better performance than PKA, especially
in generatingk-C'S. (2) CKA and PKA have better
performance than LPA, especially when network is rel&-3!
tively dense. (3) Greatér leads to larger sized-CS/k-
CCS. (4) CKA and PKA have better scalability than
LPA, especially when the network is relatively densél4]
(5) LPA performs better in sparse topologies; a dense
topology, with a large maximum node degree, negatively
affects both LPA's performance ratio and the k-cover sgb]
selection threshold.
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VII. CONCLUSION

In this paper, we have addressed th¢Connected) [17]
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