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Abstract subnetwork generated from the connected dominating set.
This means that only gateway hosts need to keep routing
Routing based on a connected dominating set is ainformation in aproactive approactand the search space
promising approach, where the search space for a route isis reduced to the dominating set ineactive approachin
reduced to the hosts in the set. A setis dominating if all the proactive routing’ routes to all destinations are Compmed
hosts in the system are either in the set or neighbors of hostsyjori and are maintained in the background via a periodic
in the set. In this paper, we first review a distributed forma- 5 qate process. In reactive routing, a route to a specific des
gﬁg gfor?]ﬁ]%rt‘irr‘%céi? gg;nelg?gsgnzetTchﬂlﬁgkggp%r;):iz\slera ination is computed “on demand”; i.e., only when needed.
ways to reduce the size of the dominating set and study the[hlearly, the eff|c'|en.cy of this apprqa.ch depends largely on
e process of finding and maintaining a connected domi-

locality of dominating set in ad hoc wireless networks with . he si f1h ) K
switch-on/off operations. Results show that the dominating "ating set and the size of the corresponding subnetwork.

set derived from the marking process exhibits good locality Unfortunately, finding a minimum connected dominat-
properties; i.e., the change of_a host status, gateway (dom"ing set is NP-cémpIete for most graphs. Wu and Li [8]
nating) or non-gateway (dommated), affects only the status roposed a simple and efficient distributéd algorithm that
of hosts in a restricted vicinity. Propose pie . a0 aig .
can quickly determine a connected dominating set in ad
hoc networks. This approach uses a localized algorithm
] calledmarking processvhere hosts interact with others in
1. Introduction the neighborhood. Specifically, each host is marked true if
it has two unconnected neighbors. It is shown that collec-

Dominating-set-basexbuting [8] is a promising routing  tively these hosts achieve a desired global obj_ectiye —aset
approach in ad hoc networks. A subset of the vertices of aof marked hosts forms a small connected dominating set.

graph is a dominating set if every vertex not in the subset is

di t to af least tex in th bset. M thi In this paper, we focus on maintaining the dominating
adjacent o at least one vertex in the Subset. MOreover, thiSge i, 513 34 hoc network where switch-on/off operations
dominating set should be connected for ease of the rout-

ing process within the induced graph defined to consist of are major operations that change network topology. Such

L : . ' o a network can be either sensor networl3] with limited
dominating vertices only. Vertices in a dominating set are

- . . mobility or arooftop network{6] without mobility, but is
also_call_edgatewayhosts while vertices that are outside a deployed very densely in metropolitan areas. We study the
dominating set are calledon-gatewayhosts. We can use

- locality of dominating set in ad hoc networks with switch-
a unit disk graph[2] G = (V, E) to represent an "."d hoc on/off operations. The dominating set under consideration
network, wherel/ represents a set of wireless mobile hosts is derived from the marking process and itis further reduced
anplE represgnts a set of edges. An edge bgtvyeen a hOS{hrough different reduction methods proposed in this pa-
pair (u, v) indicates that both hostsandv are within their per. The main contributions of the paper include the local-
wireless transmitter ranges. In Figure 1 (b), hastand

. g ..., ity property of the marking process. That is, the change of
v form a connected dominating set of the given unit disk " 0 status, gateway (dominating) or non-gateway (domi-

gra_lp_)r? ' in advant f dominati t-based routing i nated), affects only the status of hosts in a restricted vicin-
that 'te Wa'lr_‘f_a \;ﬁn aget_o omina |r;g-tshe -based rou 'nﬁ 'Sity. In addition, locality of host status update is also verified
atit simplifies the routing process to the one in a smafler through simulation. We show the different locality proper-
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Figure 1. Dominating set reduction examples.

2 Preliminaries

We first review themarking process|[8]: (1) Initially Figure 2. A sample ad hoc network.

assign markef”’ to eachv in V. (2) Eachv exchanges its

neighbor setV(v) with all its neighbors. (3) Each as- tself or a gateway that connects the destination host. In
signs its markern(v) to T' if there exist two unconnected  the later case, the destination gateway forwards the packets
neighbors. directly to the destination host.

The marking process is a localized algorithm, where  There are in general two ways to perform routing within
hosts only interact with others in the neighborhood. Sup- the induced graph: proactive routing and reactive routing.
posem(v) is a marker for vertexw € V, which is either |y [8], DSDV [5] is used as a sample proactive routing to

T (marked) orF" (unmarked). Each vertexalways main- jllustrate the dominating-set-based routing. Usingthe?
tains its neighbor seV (v) = {u|(v,u) € E}. Assume  simulator, Sinha, Sivalumar, and Bharghavan [7] evaluate
that V" is the set of vertices that are markédn V'; i.e., the performance of DSR [1] and AODV [4] (both are re-
V' = {vjv € V,m(v) = T}. The induced grapl is the active routing), when they are operated over the dominat-
subgraph of7 induced byV'; i.e., G’ = G[V']. The fol-  ing set (calleccorein [7]) and compare their performance

lowing results [8] show that’" is a connected dominating against those of their basic versions.
set of G.

_ _ 3 Dominating Set Reduction
Property 1 Given a connected grap&' that is not com-

pletely connected, the vertex sub$et derived from the

. L In this section, we propose several ways (in form of
marking process, forms a connected dominating sét.of prop s (

rules) to reduce the size of the connected dominating set

: derived from the marking process. We first assign a distinct
Property 2 The shortest path between any two vertices id, id(v), to each vertex in v

does not include any non-gateway vertex as an intermediate ,
host. Rule 1: Consider two vertices andv in G . If N(u) —

{v} € N(v)in G andid(u) < id(v), change the marker of
Since the problem of determining a minimum connected  to F; i.e., V' is changed td/" — {u}.
dominating set of a given connected graph is NP-complete,
the connected dominating set derived from the marking pro-;
cess is normally non-minimurp. In some cases, the resultan&
dominating set igrivial; i.e., V' =V orV = {}. For ex-
ample, any vertex-symmetric graph will generate a trivial
dominating set using the proposed marking process. How- e . X .
ever, the marking process is efficient for ad hoc networks dominating \Igert(:]x n t.hﬁ graph. In Figure 1 (b), sfmcen/d
where the corresponding unit disk graph tends to form a seLUI_ cover each other, eitheror v can be removed _rorih’ )
of localized clusters (or cliques). 0 ensure one and only one is removed, we pick the one
Dominating-set-based routingisually consists three with a smaller id. ) y
steps: (1) If the source is not a gateway host, it forwards Rule 2 Assume thav and w are neighbors inG' . If
the packets to source gatewaywhich is one of the adjacent  N(u) — {v,w} C N(v) U N(w) in G and id(u) =
gateway hosts. (2) This source gateway acts as a new sourc&in{id(u), id(v),id(w)}, then change the marker ofto
to route the packets in thieduced graptyenerated fromthe ~ £-
connected dominating set. (3) Eventually, the packets reach Again, itis easy to prove thaf’ —{u} is stilla connected
a destination gatewaywhich is either the destination host dominating set. However, Property 2 usually does not hold.

Itis easy to prove that” — {u} is still a connected dom-
nating set ofG. In addition, Property 2 still holds. Note
hatu andv in Rule 1 may or may not be neighbors.

In Figure 1 (a), sinceV(u) — {v} C N(v), vertexu is
removed fromV" if id(u) < id(v) and vertex is the only
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Figure 3. Size of dominating set generated by
different versions of the marking process.

Although v andw are directly connected in Rule 2, they
may or may not be neighbors of

Consider the example in Figure 1 (c) where betmdw
are neighbors of. Clearly,N (u)—{v,w} C N(v)UN (w).
If id(u) = min{id(u),id(v), id(w)}, vertexu can be re-
moved fromV’" based on Rule 2. d(v) < id(u) then ver-
texv can be removed based on Rule 1, sind) — {u} C
N(u). If id(w) < id(u) < id(v) no vertex can be removed.
Therefore, the id assignment also decides the final outcom
of the dominating set. In the subsequent discussion, we us
the alphabetic order of vertex label to order id’s. For exam-
ple,u < v < w.

If © andwv are neighbors in Rule 1, Rule 1 is callest
stricted Similarly, if u is neighbor of bothy andw in Rule
2, Rule 2 is calledestricted We will see later that it is
relatively easy to implement restricted Rule 1 (Rule 2) in
a localized way. To apply restricted Rule 1 or Rule 2, an

additional last step in the marking process needs to be in-

cluded: Ifu is marked {n(u) = T), send its status to all its

neighbors; i.e., each host needs to keep 2-hop neighborhoo

information. To apply non-restricted Rule 1 and Rule/3,

status needs to be transferred one hop further; i.e., each ho&

needs to keep 3-hop neighborhood information.

Rule 1 and Rule 2 can be easily extended to a more gen
eral rule where the neighbor set of vertexs covered by
the union of neighbor sets of more than two vertice¥ in

Rule k: Assume that{vy, v, ..., vx} is the ver-
tex set of a connected subgraph @&. If N(u) —
{v1,v2, ..., v} € N(v1) U N(va) U ... U N(vg) in G
and id(v) = min{id(u),id(v1),id(ve), ..., id(vk)}, then
change the marker af to F'.

One problem in applying Rulk is its high computation
cost, even if the restricted Rukeis applied where the com-

putation complexity is choosing out of | N (u)| neighbors
of w. Note that other metrics can be used to break a tie;
for example, vertex degree (number of neighbors), energy
level, and geographical location of vertex in a particular di-
mension.

Figure 2 shows an ad hoc network generated by the sim-
ulation software in a confined space of 100100. There
are 80 hosts each of which has a transmitter range of 20.
Rule £ unmarks only two more gateways than Rules 1 and
2 do. Figure 3 shows simulation results on the average size
of dominating set generated By P(), M P(1), MP(1)*,
MP(1&2), MP(1&2)*, M P(k), andM P(k)*. Itis clear
from the results thal/ P(k) does not improve much in re-
ducing the number of gateways compared wiftP (1) and
M P(1&2), especially in reasonably dense networks. Con-
sidering its high computation cosy/ P(k) will not be con-
sidered in the subsequent discussion.

4 Dominating Set Update

Different versions of the marking process.We consider
five versions of the marking process: (1) Marking pro-
cess(MP) without Rule 1 and Rule 27 P(). (2) MP with
restricted Rule 1 onlyM P(1)*. (3) MP with Rule 1 only:
MP(1). (4) MP with restricted Rules 1 and 21 P(1&2)*.

(5) MP with Rules 1 and 2M P(1&2). In restricted Rule 1
and/or Rule 2/ P(1)* andM P(1&2)*), itis required that

u andv are neighbors in Rule 1 anchndw are neighbors of

d in Rule 2. In this case, 2-hop neighborhood information
ds sufficient in implementing/ (1) and M P(1&2)*. In

MP(1) and M P(1&2), v andwv are not necessarily neigh-
bors in Rule 1. Alsopy andw are not necessarily neighbors
of w in Rule 2. In this way, 3-hop neighborhood information

is needed at each host. By default, vertex id is used to break
atie in Rules 1 and 2. If vertex degree is used to break a tie,
subscript “deg” is used, such a8 P(1&2)4eg.

Consider a graph of four vertices, v, w, andz, with
four undirected edge&u, w), (v,w), (u,z), and(v,z) as
shown in Figure 4 (a). All four vertices are marked us-
ing the marking process. Alsdy(u) = N(v) = {w,x}
N(w) N(z) = {u,v}). Using MP(1), one ofu
ndv (also one ofw andx) is unmarked (and such a ver-
tex is calledex-gatewa), leaving two marked vertices:(
andv based on Rule 1). Note that ex-gateway hosts are
hosts marked by the marking process but unmarked by one
of the rules. UsingM P(1)*, none of the gateways can
be unmarked. Figure 4 (b) shows an example of apply-
ing M P(1&2). Note that using\/ P(1)* and M P(1&2)*,
gatewayu cannot be unmarked.

To simplify the discussion, it is assumed that the mark-
ing process (together with Rule 1 and/or Rule 2) can be done
quickly between two switch-on/off operations, without re-
quiring each host to apply the marking process at the same
time. The period between two switch-on/off operations is



' . A a neighbor of any switch-on/off host, then it is caused only
by using Rule 1 or Rule 2.
" ’ Theorem 1 When the dominating set is derived by the
¢ ) ; y marking process with restricted Rules 1 and 2, and in addi-
" o tion, vertex id is used to break a tie in Rules 1 and 2, hosts
and only hosts that are neighbors of switch-on (switch-off)
hosts need to update their status.
Figure 4. Status after (a) Rule 1, (b) Rule 2. Proof. Suppose an arbitrarily selected hags not a neigh-
bor of any switch-on/off host. Based on Lemmad,
changes its status by neighboer(v and w) using Rule 1
called aphase Each hostu keeps two statusesim(u),  (Rule 2). Neither norw is a switch-on/off host based on
m(u)*). m(u) stores the result of the marking process. regtricted Rules 1 and 2 and the wajs selected. The dif-
m(u)* stores _the final result after applying Rule 1 and/or fgrence between neighbor setsucdindw in the new phase
Rule 2.m(u)" is determined based on(v) (notm(v)") of and the previous one is a subset of switch-on/off hosts, with
its neighborv. m(u)" represents the final status@fandis  pgne of them being neighbors af We consider the follow-
independent of the sequence in which hosts in the networking two cases: (1) If host is changed from non-gateway to
apply Rule 1 and/or Rule 2. gateway, this means that Rule 1 (Rule 2) applied:émthe

Update under M P(). The marking process has the fol- previous phase cannot be used_in the current phase. This
lowing desirable locality propertyThe status of a host ©ccurs when Rule 1 (Rule 2) fails the neighbor coverage
(gateway/non-gateway) depends only on connections of itscondition between: andw in Rule 1 i, v, andw in Rule
neighbors, not the status of its neighborghe implication ~ 2) in the current phase, which is impossible. (2) If hoss

of the locality property is that the status of a host is inde- changed from gateway to non-gateway, based on neighbor
pendent of the status of its neighbors. Therefore, when hos£S€tS 0fu andw for Rule 1 (1, v andw for Rule 2), Rule

v switches on/off, hosts and only hosts that are neighbors of! (Rule 2) should have been applied«an the previous
» may change their status. phase. This is a contradiction. O

When a mobile host switches on, only its non-gateway . Whgn a mobile host sw_itches on, only its non-gateway
neighbors, along with host, need to update their status, (Including ex-gateway) neighbors, along with hasneed

because any gateway neighbor will still remain as gatewayto update their Stat!JS by the marking process, while any
after a new vertex is added gateway neighbor will remain as gateway. Specifically, non-

gateway neighbors may change to gateway neighbors. Us-
Switch-on: (1) Mobile hostv broadcasts to its neighbors ing restricted Rules 1 and 2, gateway neighbors may change
about its switch-on. (2) Each hostc v U N(v) exchanges 10 €x-gateway neighbors. Ex-gateways in the previous
its neighbor setV («) with its neighbors. (3) Host assigns ~ Phase that are re-marked by the marking process in the cur-

its markerm,(v) to T if there are(w, v) € E and(v,w') € rent phase may or may not be unmarked .again (pack to ex-
E, but (w,w') ¢ E. (4) Each non-gateway neighbore gateways) by Rules 1 and 2. When a mobile hastitches

N (v) assigns its marken(u) to T if there is(w,u) € £,  Off, only gateway neighbors (including ex-gateways) of the
but (w,v) € E. host need to update their status by the marking process,

- - - while any non-gateway (except ex-gateway) neighbor will

When a mobile host switches off, only gateway neigh-  gtji| remain as non-gateway after verteis deleted. Specif-
bors of the switch-off host n_eed to u_pdaFe their _status, be'ically, gateway neighbors may change their status to the
cause any non-gateyvay neighbor will still remain as non- non-gateway status. An ex-gateway neighbor may change
gateway after vertex is deleted. back to the gateway status by the marking process, by Rules
1 and 2, or it remains ex-gateway.

Note that when a tie in Rules 1 and 2 is broken by vertex

reein f vertex id, the locality property no longer

its .neighbor seﬂ (u).With its neighbors. (.3) Each gateway gi%s ?or rséi?r?ctc()ad gljlees (i atm(ej gcevtwyeﬁ SSSI;?/ngORSIegsel
ne|ghb.orz.b assigns Its marke;rr'L(u) to F"if all neighbors 5045 the host with a smaller vertex degree is changed to
are pairwise connected; that igy,w ) € E forany two  gy.gateway. In case of a tie, vertex id is used to break it.
neighborsw andw of u. Consider the example in Figure 5 (a). When vertex degree
is used to break a tie in Rule 1, only haests gateway and
hostsv, w, x, andy are ex-gateways. When hasswitches
off, hostsu andw cover each other with the same vertex de-
gree,w becomes the new gateway ljecomes ex-gateway)
when vertex id is used to break a tie. Howeverjs not
Lemma 1. When the status of hostchanges and: is not a neighbor of the switch-off host If vertex id is used to

Switch-off: (1) Mobile hostv broadcasts to its neighbors
about its switch-off. (2) Each host € N(v) exchanges

Update under M P(1&2)*. When the marking process is
used together with Rules 1 and 2, the locality property no
longer holds: the status of hastdepends also on the status
of other hosts« in Rule 1 andv andw in Rule 2).
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break a tie in Rules 1 and 2, hostsw, andy are gateways
and host andzx are ex-gateways before hasswitches off.

Theorem 2 When the dominating set is derived by the Figure 6. Average number of status changes

marking process with the restricted Rules 1 and 2, and in  per switch-on/off.

addition, vertex degree is used to break a tie, hosts and only

hosts that are within 2 hops of switch-on (switch-off) hosts

need to update their status. ) . .
Proof. Arbitrarily select a host that isk hops ¢ > 2) SWItCh-.OH hosts and 1-hop and 2-hop neighbors of switch-
away from the switch-on/off host. Based on Lemma 1, the O (Switch-off) hosts. _ ,
status change of can only be caused by Rule 1 or Rule 2. Th_eorem 3fails wher_1 vertex degree is used to break a tie.
Since Rule 1 (Rule 2) is restricted, other hoste andw) ConS|der the example. in Figure 5 (b) where vertex degree
used in Rule 1 (Rule 2) must be neighborsoi.e., (k — is used to break a tie in Rules 1 and 2. Hastandy are

1)-hop neighbors of the switch-on/off host. Clearly, vertex 9atewaysuw andz are ex-gateways, andis non-gateway.
degree and vertex id af andw both remain unchanged When host switches off, hosta andw cover each other.

in the new phase. Following the similar argument used in HOStu becomes ex-gateway andgateway. Howevery is

the proof of Theorem 1, we conclude that the status of 3 hops away fromv. On the other hand, the switch-on/off
remains unchanged. O host can only affect the status of neighbors within 3 hops as

) shown in the following result (its proof is similar to the one
Update under M P(1&2). In M P(1&2), a switch-on/off for Theorem 3).

host may cause the status change of a host that is 2 hop
away as shown in Figure 4 (b).
Theorem 3 When the dominating set is derived by the

Fheorem 4 When the dominating set is derived by the
marking process with Rules 1 and 2, and in addition, vertex

marking process with Rules 1 and 2, and in addition, vertex degree is used to break a tie, hosts and only hosts that are

id is used to break a tie, hosts and only hosts that are within within 3 hops of switch-on (switch-off) hosts need to change

! . . their status.
2 hops of switch-on (switch-off) hosts need to update their Al results in this section also apply t/P(1)* and

status.
Proof. Suppose an arbitrarily selected hasis not a 1- MP(1).

hop or 2-hop neighbor of any switch-on/off host. Based . .
on Lemma 1u changes its status by neighbofv andw) 5 Simulation
using Rule 1 (Rule 2). Since the neighbor set.d§ cov-

ered by the neighbor set afin Rule 1 (and jointly with The simulation software generates random connected ad
the neighbor set ofy in Rule 2), bothw andw are no more  hoc networks within a confined arealidf0 x 100. Each host
than 2 hops away from. Therefore, neithep nor w is a in the network is marked as non-gateway, ex-gateway, and

switch-on/off host. The difference between neighbor sets gateway by the marking process and the reduction rules. For
of v andw in the new phase and the old one is a subset of each network, one random host is added (switch-on) and
switch-on/off hosts, with none of them being neighbors of the status change of other hosts is computed. In the same
u. The same arguments used in the proof of Theorem 1 carmanner, one random host is removed (switch-off) and the
be applied to show that it is impossible to change the statusstatus change is computed. Note that Rules 1 and 2 may be
of hostu. O implemented in different ways (restricted or non-restricted,
In a new phase, in addition to the switch-on (switch- breaking a tie by vertex id or vertex degree). Networks are
off) procedures, Rules 1 and 2 need to be applied to all generated with a fixed transmitter range (25 or 50), and the
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o — 1 gy — Table 1. Locality of marking processes.
g ‘| s [ Version | Chg#[ 1-hop| 2-hop[ 3-hop[ Total |
: [ MP() [ 0.23 ] 100.00%[ 0.00% [ 0.00% | 100% |
MP(1)" 0.53 [ 100.00%| 0.00% | 0.00% | 100%
.,, MP(1&2)* 0.66 | 100.00% | 0.00% | 0.00% | 100%
, , MP(1) 0.53 | 98.92% | 1.08% | 0.00% | 100%
CT e T T e T MP(1&2) 0.67 | 98.02% | 1.98% | 0.00% | 100%
MP(1)j., 0.58 | 94.89% | 5.11% | 0.00% | 100%
. . . MP(1&2), 0.80 81.07% | 19.93% | 0.00% | 100%
Figure 7. The dl'fference between host switch- MPEl)dejd = 055 | 93.66% | 6.33% | 0.01% | 100%
on and host switch-off. MP(1&2)4., || 0.80 | 78.94%| 20.94% | 0.12% | 100%

_ 6 Conclusion
number of hosts ranges from 3 to 100. All the simulations

run for a time long enough to achieve a confidence level of In this paper, we have studied the locality property of

90%_ with a precision within 10%. ~ the dominating set derived from Wu and Li’'s marking pro-
Figure 6 shows the number of status changes per switchess together with several dominating set reduction methods
on/off. Note that when a host switches on (off), only less (Ryles 1 and 2). Results show that the marking process has
than one nearby host need to change its status. As to dif-good locality property in a system with switch-on/off hosts.
ferent versions of the marking procesd.P() is the most  gpecifically, only 1-hop neighbors of switch-on/off hosts
stable and\/ P(1&2) is the most unstable. The restricted need to update their gateway/non-gateway status when the
versions (/ P(1)* and M P(1&2)") and the non-restricted  restricted Rules 1 and 2 is used. 2-hop neighbors of switch-
versions (/ P(1) andM P(1&2)) of Rules 1 and 2 are very  on/off hosts need to update their gateway/non-gateway sta-
close in their stability. However, breaking a tie with vertex s when the non-restricted Rules 1 and 2 is applied. Our
id is more stable than with vertex degree, unless when theregults also show that vertex id is better than vertex degree

graph is extremely dense. to break a tie situation in terms of stability of dominating
Figure 7 compares the difference between host switch-set. All these further confirm that the dominating-set-based
on and host switch-off operations. When odlf/P() is ap- routing is a promising approach in ad hoc networks, espe-

plied or vertex degree is used to break a tie¥6P(1) and cially for ones where switch-on/off operations are primary
M P(1&2), the number of status changes caused by switch-operations that change the network topology.

on and switch-off are very close. However, when vertex id
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