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Abstract—This paper presents a new routing scheme for discovery and recovery are usually conducted via network-
wireless ad hoc networks that provides fresh routing information wide flooding of route query (RREQ) packets, which causes
along active routes with affordable cost. The proposed routing high delay and control overheadflybrid protocols such as
mechanism, called proactive route maintenancéPRM), is used . : .
to replace the naive route mechanism in existing reactive (on- ZRP [6] u;e proactive approac.:hes in small regions called zones
demand) routing protocols to improve reliability and reduce route  and reactive approaches outside local zones. However, the zone
discovery cost. The assumption behind PRM is the communica- Size is either too small to provide fresh information for an
tion locality, i.e., most data packets are transported along a few active route, or too large to be cost-effective.
active routes. Data packets are forwarded via multiple optimal Multipath routing has been used in ad hoc networks to

paths to meet certain QoS requirements, such as fault tolerance . fault tol d load bal | t existi 7
and load balance. Routing information is disseminated along improve fault tolerance and load balance. In most existing [7],

active routes and advertised only by active nodes that forward [8]; [9], [10], [11], multiple paths are divided into primary (and
data packets. Alternative paths are dynamically discovered and active) paths and backup (and idle) paths. Usually, a shortest
maintained by active nodes and their 1-hop neighbors (called path serves as the primary path, and others become backup
passive nodes). The routing overhead in passive nodes is light 5aths The major drawback of these schemes is that, without
PRM maintains reliable end-to-end connections in dynamic . . . .
active maintenance, backup paths may fail before the primary

networks with low overhead, and has the desirable properties S : .
including high delivery ratio, low latency, fair load distribution, ~ Path, and switching to a failed backup path causes low delivery

self-healing, and self-optimization.* ratio and high end-to-end delay.
This paper proposes a hybrid routing protocol that maintains
[. INTRODUCTION robust multipath routes with low overhead. This protocol com-

Wireless network architecture can be divided into twBiNES reactive route discovery apmactive route maintenance

categories [1]: the infrastructure-aided single hop model aflgRM) of active routes, which adapts well to highly dynamic
the peer-to-peer multihop model. The former and centraliz8§™Works and reduces the frequency of costly route recoveries.
model is still dominant in wireless LANs and cellular net-PR'VI provides fresh routing |nforma_t|0n at _the right place
works. But the latter, callesvireless mesh networkg], are With affordable cost. In PRM, multiple optimal and sub-
emerging to provide extended coverage, higher reliability, aQ@timal paths form a mesh structure that connects source
ease of setup. An wireless ad hoc network (or simgayhoc and destination. All optimal paths are active in forwarding
network) can be viewed as a special wireless mesh netwofi2{@ Packets. Sub-optimal paths are backup and activated only
where a collection of mobile hosts forms a temporary netwolkhen all optimal paths have failed. The mesh structure is self-
without the aid of any established infrastructure (i.e., baf§2ling and self-optimizing. It can survive many link failures

stations) or centralized administration (i.e., mobile switchingfithout causing route discovery or non-optimal routing. PRM
centers). iS a distributed routing scheme. A freshness-based mechanism

Routing in ad hoc networks is challenging due to the d similar to those in DSDV and AODV is used to ensure loop

namic topology and scarce resources. An ideal routing proto {ﬂedom. PRM assumesommunication locality most data

should provide accurate routing information when needeBaCketS are delivered via a few active connections. Actually,

while wasting no resource in maintaining inactive routes. Mo§Pmmunication locality is implicitly assumed by all reactive

existing routing protocols are eithgoactive or reactive protocols. If the data traffic is distributed in many short-lived

Proactive protocols such as DSDV [3] periodically disseminaf@nnections, the reactive protocols will be more expansive than

routing information over the entire network regardless d}roactlye protoco!s. . ,
neediness and suffer from high overhead. Reactive (re., Quality-of-Service (QoS) routing has been motivated by

demandl protocols such as DSR [4] and AODV [5] do not up_multimedia applications, such as voice channels, live videos,

date routing information unless a new path is requested (ro@ad_document transfer. QoS routing selects paths based on

discovery) or an old path is broken (route recovery). ROUQOS metrics to satisfy specific requirements, such as end-to-
) P ( ) end delay, delay jitter, bandwidth, and packet loss probability.
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schemes provide only soft (i.e., long-term statistical) guararecovery and optimization. All nodes along the primary path
tees. As PRM maintains a reliable end-to-end connection,okerhears both RREPs and data packets. If one node detected
can be used to enhance certain soft QoS metrics such as delayetter path than the current one, it will send a RREP to the
delay jitter, and delivery ratio in highly dynamic networks. upstream node, asking it to switch next hop. However, local
maintenance schemes in [14], [15] use routing information
collected in the last route discovery, which becomes stale
Multipath routing has been used in wired networks tquickly in a highly dynamic network. Boppana and Konduru
achieve high throughput, load balance, and fault toleranggoposed ADV [17], a DSDV-like protocol with some on-
Among routing protocols for ad hoc networks, TORA [12Hemand features. In ADV, only the routing information about
explicitly supports multipath routing but lacks accurate disctive receivers (i.e., destinations of some data packets) is
tance metrics for optimal routing. MDVA [13] is designed tadisseminated in the network, and the information propagation
provide multipath routing, but its proactive manner makes $peed depends on the data traffic volume. None of these
more suitable for static networks. More recently, pure reactigehemes uses multipath routing.
protocols, such as AODV [5] and DSR [4], have been extendedLoop-free routing is non-trivial in ad hoc networks. DSR
to support multipath routing [7], [8], [9], [10], [11]. Nasipuri, [4] uses source routing to avoid loop, with the penalty of
Castdieda, and Das [9] suggested preserving two link-disjoifdnger packet headers. TORA [12] uses distributed routing
paths to the destination, at the source and each intermed@te is loop free, but cannot find optimal paths. In a distance
node, one as the primary path and the other as a backwgctor protocol without a loop-prevention mechanism, a node
Pearlman, Haas, Sholander, and Tabrizi [10] proposed a divgith an increased distance mark may select an upstream node
sity injection scheme for DSR to find node-disjoint paths. Thas its next hop. MDVA [13] use diffusion computation to
route reply process is modified so that intermediate nodes n@ywid loop. A node with an increased distance mark cannot
redirect RREPs along multiple paths back to source. Lee agditch next hop until all upstream nodes have updated their
Gerla [7] proposed another scheme to find maximally disjoidistance marks. DSDV [3], AODV [5], and AOMDV [8] use
paths. In their split multipath routing (SMR) extension to DSRjestination-issued sequence number to compare the freshness
intermediate nodes may forward, not drop, a duplicate RRE@F, two distance marks. A node can only use a next hop with
if this RREQ takes a route different from the previous received fresher distance mark. Diffusion computation relies on the
RREQ. Wu and Harms [11] discussed and compared batliable hop-to-hop coordination, which is costly in ad hoc
schemes. Marina and Das [8] proposed on-demand multipaétworks. The liveness of freshness-based approaches depends
distance vector routing (AOMDV), an extension to AODVon the frequency that new sequence numbers are issued. DSDV
AOMDYV also enable intermediate nodes to forward multiplases constant frequency and has a high overhead. AODV
RREPs along link-disjoint paths. An extfast hop field is does not issue new sequence numbers except during a route
added to RREQs to distinguish disjoint paths. discovery. Therefore, it is hard for a node to find a new next
Multipath routing in ad hoc networks has a different séiop. In AOMDYV, a node with multiple next hops computes its
of objectives from that in wired networks. It has been showtistance based on the maximum distance of its next hops. It
in [10] that, due to the signal interference between multipkean tolerate more link failures, but causes non-optimal routing.
paths, the throughput benefit of multipath routing is trivial.
Most on-demand protocol extensions [7], [8], [9] focus on I1l. PROACTIVE ROUTE MAINTENANCE

fault tolerance, reducing route discovery frequency, and lower _ ) .
g y red 4 We assume ad hoc networks with a fixed transmitter range

average end-to-end delay. Nasipuri et al [9] discovered thatd bidirectional links. There is no neighbor discovery mech-

keeping a backup at each intermediate node is more falft S : . . .
tolerant. However, backup paths are not repaired betwedHSM- A node is invisible to its neighbors unless it advertises
WO route discove,ries. Load balance is another concern. W existence, but the MAC layer can detect a link failure during

and Harms [11] verified that simultaneously forwarding dafd unicast transmission.

packets with multiple paths improve the load balance alxj
avoid the fast energy depletion of a few nodes. '
Localized route maintenance schemes [14], [15], [16] have PRM can be applied to any reactive routing protocol (called
been designed to control the route recovery cost in reactife base protocgl such as DSR and AODV. Most existing
protocols. Castenada, Das, and Marina [16] suggested ptotocols use a naive route maintenance mechanism. Data
exploit the path locality and node locality in mobile wirelespackets travel along a path constructed during the last route
networks. When recovering a broken path, the source wdliscovery. If a link failure is detected, the packet is dropped
issue a limited flooding within a few hops around the oldnd a route error (RERR) message is sent to the source.
path. Lee and Gerla proposed AODV-BR [14], where a A backup path is activated if there is one; otherwise, a
hop local repair scheme is proposed. In this scheme, nodeste recovery is triggered. Compared with the naive route
along the primary path overhear passing-by routing repigaintenance, PRM has several desirable properties:
(RREP) packets to construct more backup paths. Wu, Ni,FreshnessAll nodes near an active route have the up-to-
Tseng, and Sheu [15] proposed a similar scheme for local rodige routing information. Broken paths are eliminated, new

II. RELATED WORK

Protocol overview



tO X v @ ProaivelAcive and used to forward data packets, proactive nodes emerge in
O *.\ @ Proativelinactive the corridor area connecting the source and destination. These

s @\/ e’ O Rextive proactive nodes form a mesh, where each node have several al-
ffffffffff e ternative next hops. At each step, a random next hop is selected

, to forwarded a data packet. Nodes can move in and move out
o of the corridor without compromising the connectivity of the
mesh. The overhead of advertising watermarks of proactive
nodes is bounded by the size of the corridor. The corridor
width depends on the traffic volume. With low traffic load,
there is only a few active node at each step. The width of the
. , . corridor area, including both active nodes and inactive nodes,
paths recognized, and non-optimal paths replaced by OPUM@small. Under heavy traffic load, previously inactive nodes

ones. , . . will be activated to forward data packets, which in turn will
Robustnessin active node that is forwarding data packetgyicit more inactive nodes. In both scenarios, the scalability

usually maintains several fresh alternative paths. After opepRrM is ensured, as the number of control packets is always
path fails, the data packet is usually forwarded via anOthﬁFoportional to the number of data packets.
I

path without causing packet loss or extra delay. PRM will

resort to a route discovery operation only after all alternati® Watermark maintenance

paths have failed. We use a paitsegno, hops) as the watermark of each node,
Lightweight maintenancéJnlike in existing proactive rout- which is similar to the distance value in DSDV and AODV.

ing protocols, the route maintenance is confined to those sm@ather watermark formats that support various optimizations

areas surrounding active routes, where control packets malkso exist, but are omitted due to the limit of space. Here

only a small portion of data transmission. As the lifetime ofeqno is a destination-issued sequence number, langs is

a route is lengthened, the overhead of the proactive route distance to the destination. Given two watermarks; =

maintenance can be compensated by the less frequent rqutgno;, hops;) and wm; = (seqnoj, hops;), wm; > wm;

Fig. 1. An active route maintained by PRM.

discovery operations. if and only if seqno; < segnoj;, or seqno; < seqno; and
Figure 1 is a snapshot of an active route. For the sakeps; > hops;.
of clarity, only one pair of source and a destinationl is Each nodei maintains a listW M of its neighbors’ wa-

considered in the following discussion. For each destinatioermarks, wheravm; € WM represents the last announced
a node is either imreactive or proactive mode. A reactive watermark of a neighboi. The watermarkom, of the current
(white) node can forward data packets to its next hop in tede: is initialized to (0, o) and evolves as follows:
base protocol, or a neighboring proactive node. Each proacti\gzxrm arx
node has avatermarkand forwards data packets only to other,. it ; is the destinatiorthen
proactive nodes with lower watermarks. A proactiveaive 2: return (wm;.seqno + 1,0)
(black) if it is forwarding or receiving a certain amount of 3: else
data packets per second, aimhctive otherwise. An active 4 wm — min(WM)
node advertises its watermark periodically. An inactive nod%f ?Tuﬁoisw:ffﬁ'e}#’ps +1
does not advertise its watermark unless it is within a shortest return (umlu.seqno +1,00)
path connecting two active nodes. In Figure 1, data packets else
are forwarded along path — v — v — d. The destination ©: return wm
d and two intermediate nodesandv are active nodes. The Watermark advertisement is different for active and in-
source nodes is a reactive node since it has not advertisegctive nodes. A node is active if it has sent or received
its watermark yet. Nodew has detected an optimal pathat leastACTPKTNUMTHRESHOLD data packets during last
u — w — d and advertised its watermark. It is still inactiveAcTTIMEWINDOW seconds. Each active nodeperiodically
because it has not forwarded data packets yet. broadcast its watermark as follows:

Watermarks of proactive nodes fo.rm a gradient fielq th%tCTIVETIMEOUT
attracts data packets to the destination. The destination it ; is an active nodéhen
node has the lowest watermark. The watermark of a nor  m — WATERMARK
destination node is computed based on neighbors’ watermarks. if wm.hops # co then
A freshness-based mechanism similar to that of DSDV ané: wm; < wm )
AODV is used to ensure loop freedom in PRM. In a valid® Broadcastum, to neighbors
path, a previous hop always has a higher watermark than thé\n inactive node will advertise its watermark only when it
watermark of a next hop. A node can will never raise it&an provide an optimal path to an active neighpoas shown
watermark. Therefore, a loop is impossible with monotonousty the following procedure.
decreasing watermarks. RECEIVENONERROR(j, wm;)

After a route is constructed by the base routing protocol: UpdateW M with wm,;
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Fig. 3. Without appropriate mechanism, routing loop may emerge among
reactive nodes and previously proactive nodes.
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) watermarks. Upon receiving watermaitkn, inactive nodeu
W . " . . determines that it can provide an optimal alternative path to
/ .
Qen ®cey ®cy Oy @~ — O (@inh) and, therefore, sendsm, = (2, 1) to s. Sincewm,, } wm,,,
\ \ nodew can no longer use node as a next hop. Meanwhile,
N node s can use node: as a next hop. (e) After receiving
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packets froms, u becomes an active node and periodically
advertise watermarks. (f) As moves rightwards detects a
broken link (s, «) and since then forwards data packets to node
u only.
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Fig. 2. A scenario study of PRM.

C. Loop freedom

2: if ¢ is inactive andj is activethen PRM guarantees loop freedom. Given a grapk= (V, E),
i, wm WATERQ"ARK N hons > wmhons then 2 directed graplt’ = (V. E') can be induced from the next
. Z%{f(ﬂz;— wm-Seqno AWM, -Rops > Wm.Nops hop relationship, where a directed litk, v) exists inE’ if and
6 Sendwm; to j only if nodewu can use node as a next hop. We say a routing

When a nods receives a data packet, it will randomly seledprotocol is loop free, if the induced graph is always a directed
a next hop with a lower watermark to forward the packet. If n@cYclic graph. It has been proved in [3] that a routing protocol

such next hop is available, it drops the packet and broadcdStdO0P free, if it uses monotonously decreasing watermarks
an error messageum,.seqno -+ 1, 00) to its neighbors. When and each node selects only low watermark nodes as next hops.

a nodei receives this message frof or a link (i, j) fails, Therefore_, PRM is loop free in the subneMgrk consisting
the following procedure is triggered. of proactive nodes. In the subnetwork consisting of reactive

nodes, loop freedom is ensured by the base protocol. However,

RECEIVEERROR(j) a loop may occur in a network with both reactive and proactive

1: UpdateW M with wm; nodes

2: wm «— WATERMARK o . . .

3: if wm.hops = 0o A wmi.hops % oo then Figure 3 shows a loop involving reactive nodes and pre-

4 wm; — wm viously proactive nodes: (a) Originally is active, and its

5:  Broadcastwm; to neighbors watermark(k, 1) is overheard by a reactive node (b) After
Note that whenj is the single next hop of, i will link (s,d) breaks,s advertises its new watermatk + 1, co)

also broadcast an error message to its neighbors. The sané becomes a reactive node. However, the advertisement is
procedure is repeated until an alternative path is found at l@st and not heard by node (c) A new paths — v — v — d
upstream node, or the source node is reached and the basdiscovered by the base protocol. However, nedstill
protocol is invoked to discover a new route. rememberss’s old watermark, and a loop is formed between
Figure 2 illustrates PRM in a sample network with 4 nodesodess andv.
The source node and the destination nodé are stationary. We use a simple mechanism to prevent such a loop: (1)
The other nodes move from the left to the right. (a) Initially, alh proactive node will not use the next hop provided by the
nodes have watermar, oo) and data packets are forwardedase protocol, and (2) when a new path is discovered by the
along paths — v — d, which is discovered by the basebase protocol, the watermark of all involved nodes are set
protocol. (b) AfterAcTTIMEWINDOW seconds¢ advertise its to (k + 1,00), wherek is the maximumsegno in all their
watermark(1, 0) to v andv. Bothu andv can usel as the next previous watermarks. We define this watermark as ghth
hop. The dashed line from to d indicates the potential next- low bound As shown in Figure 3 (d), since the new watermark
hop relationship. (c) After otheAcTTIMEWINDOW seconds, of nodewv is smaller than the last heard watermarksofthe
d issues a new sequence number. Active nod®mputes its next hop relationshigv, s) no longer exists. The following
wm, = (1,1) based on lastvmy = (1,0) and advertises theorem guarantees loop freedom under such a mechanism.
wm, to neighbors. Both nodes and s view v as a next hop.  Theorem 1:If the base routing protocol is loop free, and
(d) In the next round, active nodes v, ands advertise their nodes in each path discovered by the base protocol are



TABLE |

PRELIMINARY SIMULATION RESULT and adapts well to highly dynamic networks. By forwarding

data on several optimal paths, PRM achieves several desirable
properties, such as load balance, higher reliability, low average

Delivery | Average | Discovery | Maintenance del dl del itt
Protocol Ratio Delay Overhead Overhead elay, an ow delay jiter. ) . )
AODV | 89.00% | 02995 | 223Dkt 0PkL PRM is also scalable. Only nodes in active routes and their
PRM 91.29% | 0.153s | 1688Pkt 5033 Pkt neighbors exchange routing information. The route advertising

frequency is proportional to the traffic volume. The overhead
can be further reduced by embedding route advertisement in

assigned a watermark of the path low bound, then PRﬂﬁ"ta pac;ke;s olr M,IAtC Ia;(;er c?ptrol packt'ets. BY texplomn?
guarantees loop freedom. communication locality and applying proactive maintenance to

Proof: Suppose at one moment, a loep — vy — a confined area, we provide a new paradigm for high reliability,

o _) v, exists in the induced g’rapﬁ’ BecausQe the low overhead, multipath routing in ad hoc networks. Our future
base routing protocol is loop free, the loop contains at lea¥ T" !ncludes a comprehensive S|mu|at|9n.study of PRM' and
one link that is directed from a high watermark node to yariations of PRM based on more sophistical techniques.

low watermark node. Without loss of generality, {ef, v,) be
that link. That is,wm,, > wm,, , wherewm,, is the latest
watermark qu heard byv,. We will show thatwm,, <
Wity < UMMy which is a ContradiCti-on' e Al [2] F. Bulk, “Understanding wireless mesh networkédgbile Pipeling June

In the above |00p1,)/1 can SeleCDQ,aS_ its next hop, itis either 2004, http:/www.mobilepipeline .com/howto/21600011.
becausevm,, > wm,,, wherewm,,, is the latest watermark [3] c. E. Perkins and P. Bhagwat, “Highly dynamic destination-sequenced
of vy that is heard by)L or because both nodes andv, are distance-vector routing (DSDV) for mobile computer®toc. ACM
reactive nodes belonging to the same path discovered by tp& SIGCOMM pp. 234-244, 1994.
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