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Abstract—In mobile ad hoc networks, due to unreliable wireless ~ Cryptographyis an important and powerful tool for security
media, host mobility and lack of infrastructure, providing secure services, namely authentication, confidentiality, integrity, and
communications is a big challenge in this unique network en'non-repudiation. It converts readable dafalaiptex) into

vironment. Usually cryptography techniques are used for secure - . .
communications in wired and wireless networks. The asymmetriéﬂeanlngless dataiphertexj. Cryptography has two dominant

cryptography is widely used because of its versatileness (authenflavors, namelysymmetric-key(secret-key) ancasymmetric-
cation, integrity, and confidentiality) and simplicity for key distri- key(public-key) approach. In symmetric-key cryptography, the
bution. However, this approach relies on a centralized frameworksgme key is used to encrypt and decrypt the information, while

of public_key in_fr_astructure_(PKI). The symmetr@c approach has ;,, the asymmetric-key approach, different keys are used to
computation efficiency, yet it suffers from potential attacks on key t and the inf t', Alth h th i
agreement or key distribution. In fact, any cryptographic meansCOMVErt and recover the information. ough the asymmet-

is ineffective if the key management is weak. Key managemerfiC Cryptography approach possesses versatileness (authenti-
is a central aspect for security in mobile ad hoc networks. Incation, integrity, and confidentiality) and simplicity for key
mobile ad hoc networks, the computational load and complexityistribution, symmetric-key algorithms are generally more
for key management is strongly subject to restriction of the nOde’%omputation-efficient than the public-key approach. There is a

available resources and the dynamic nature of network topology. _ . tv of tri tric alqorith ilabl h
In this paper, we propose a secure and efficient key managemel){if”“’Ie y OF symmetric or asymmetric algorithms avaiiable, suc

framework (SEKM) for mobile ad hoc networks. SEKM builds PKI &S DES, AES, IDEA, RSA, and EIGamal [1][2][1Threshold
by applying asecret sharingscheme and an underlying multicast cryptography[3] is a scheme quite different from the above
server group. In SEKM, the server group creates a view of thawo approaches. In Shamir{g:, n) secret sharingscheme, a
certification authority (CA) and provides certificate update serviceSecret is split intox pieces according to a random polynomial.

for all nodes, including the servers themselves. A ticket scheme "Fh t b db biningi b d
introduced for efficient certificate service. In addition, an efficient € secret can be recovered by combiningieces based on

server group updating scheme is proposed. Lagrange interpolation Secret splitting, reconstruction, and
verification is quickly reviewed in Section 3. These cryptog-
I. INTRODUCTION raphy tools are widely used in wired and wireless networks,

obviously they could also be used in mobile ad hoc networks.

Mobile ad hoc networks are Special type of wireless net- Key management iS a basic part of any secure Communi_
works in which a collection of mobile hosts with wirelessation. Most cryptosystems rely on some underlying secure,
network interfaces may form a temporary netWOfk, Withoq'bbust’ and efficient key management System_ Key manage-
the a.|d Of any fixed infrastructure or Centralized administr&nent deals with key generation’ Storage’ distribution, updating’
tion. In mobile ad hoc networks, nodes within their wirelesgeyocation, and certificate service, in accordance with security
transmitter ranges can communicate with each other direcHMlicies. Key management primitives and a trust model are
(assume that all nodes have the same transmission rangpésemed in Section 3. The outline of key management is
while nodes outside the range have to rely on some other nog@scribed below. First, secrecy of key itself must be assured in
to relay messages. Thus a multi-hop scenario occurs, Wheig |ocal host system. Second, secure network communications
the packets sent by the source host are relayed by sevgigbive key distribution procedure between communication
intermediate hosts before reaching the destination host. EVSBfties, in which the key may be transmitted through insecure
node functions as a router. The success of Communicatié}ﬁhnnels_ Key Confidentia”ty, integrity, and ownership must
highly depends on the other nodes’ cooperation. be enforced in the whole procedure. Third, a framework of

While mobile ad hoc networks can be quickly and inexpenrust relationships needs to be built for authentication of key
sively setup as needed, security is a critical issue compasnership. While some frameworks are based on a centralized
to wired or other wireless counterparts. Mapgssiveand Trusted Third Party(TTP), others could be fully distributed.
active security attacks could be launched from the outsideor example, aCertificate Authorityis the TTP in PKI,
by malicious hosts or from the inside by compromised hogi&ey Distribution Centef(KDC) is the TTP in the symmetric
[10][212]. system, meanwhile in PGP, no such a trusted entity is assumed.



Fourth, the key could be expired or have been revoked withinLuo, Kong, and Zerfos [9] propose a localized key man-
its valid period. agement scheme called URSA. In this scheatienodes are

We introduce here a secure and efficient key managemé&gtvers. The advantage of this scheme is efficiency and secrecy
scheme (SEKM). In SEKM, the system public key is disof local communication as well as system availability; on the
tributed to the whole network. Like some schemes describeddfier hand, it reduces the system security especially when
Section 2, in SEKM, the trust of the central authority (CA) i§iodes are not well protected. One problem is that in case
distributed to aubsebf nodes (notll nodes), which could be the thresholdk is much larger than the network degrée
nodes with normal or better equipment. The major contributigiPdes will have to keep moving to get certificates updated.
of our scheme is that SEKM is designed to provide efficierlthe second critical issue is the convergence in the share
share updatingamong servers and to quickly respond t&lPdating phase. The third critical issue is that too much off-
certificate updating which are two major challenges in aline configuration is required before accessing the networks.
distributed CA scheme. The basic idea is that server nodesyi, Naldurg, and Kravets [8] propose a scheme called
form the underlying service group for efficient communicatiorMOCA key management. In their approach, certificate service
For efficiency, only a subset of the server nodes initiates thedistributed to Mobile Certificate Authority (MOCA) nodes,
share update phase in eacund A ticket based scheme iswhich are physically more secure and powerful than other
introduced for efficient certificate updating. Normally, becauserdes. In their scheme, a node could lodatex MOCA nodes
of share updating, recently joining servers could be isolatether randomly, through the shortest path, or based on freshest
from the system if they carry outdated certificates. Our scherpath in its route cache. But the critical question is how nodes
does not isolate new servers, and is open for regular nodesdan discover those paths securely since most secure routing
easy joining and departing. SEKM creates a view of CA angtotocols are based on the establishment of a key service.
provides secure and efficient certificate service in the mOb'IeCapkun, Buttyan, and Hubaux [17] propose a fully dis-

and ad hoc environment. The framework of SEKM is describgf, ;e scheme. It has the advantage of configuration flexibil-

in Section 4. ity. However, it lacks of any trusted security anchor in the trust
This paper is organized as follows: Section 2 reviews relategtucture. Lots of certificates need to be generated. Every node

work. Section 3 discusses key management and trust modetjipuld collect and maintain up-to-date a certificate repository.

mobile ad hoc networks. Details of the SEKM scheme atgertificate chainings used for authentication of public keys.

described in Section 4. In Section 5, we conclude the papgie certificate graph which is used to model thisveb of

and discuss possible future work. Throughout the paper, ¥gst relationship, may not bstrongly connectedespecially

use terms node and host interchangeably. in the mobile ad hoc scenario. In that case nodes within one

component may not be able to communicate with ones in

different componentsCertificate conflictingis just another

Recently, security has become a hot research topic in modi#é@mple of a potential problem in this scheme. A scheme
ad hoc networks. Several secure routing protocols have belff? improved certificate repository maintenance could be
proposed in the literature. For example, SRP [22], SEAlptroduced.

[20], and SAODV [19] address security attacks in routing Recently, Yi and Kravets [18] propose a composite trust
protocols and propose different means to counter particutaodel. In their scheme they combine the central trust model
threats. However, almost all of them rely on the existen@nd the fully distributed trust model. This scheme takes
of a public key management system. Even in TESLA [213dvantage of the positive aspects of two different trust systems.
delivery and authentication of the first element in hash chafctually, it is a compromise between security and flexibility.
requires the asymmetric key management framework. So theme authentication metrics, such esnfidence valueare
existence of an effective key management framework is fumtroduced in order to glue two trust systems. However,
damental to secure routing protocols. There are some otlassignment ofconfidence valugroperly is a challenge and
research papers which focus on either secure data transmisgioblematic.

intrusion detection, or key management in mobile ad hocp summary, the schemes proposed in [7][8][9] are based

networks. Although these topics are closely related, howewgs the secret sharing technique. Zhou focuses on the share

we emphasize key management and ignore the rest of thgs@ating procedure, Yi's scheme emphasizes efficient commu-

topics here, we will address those topics in the future workpjcations among MOCA nodes. Luo's approach addresses the
Zhou and Hass [7] propose a secure key managemenbblem of share updating and certificate service in a localized

scheme by employingt,n) threshold cryptography The environment. Capkun discusses the problem of key repository

system can tolerate— 1 compromised servers. However, thisnaintenance and certificate chaining in a fully distributed way.

scheme doesn't describe how a node can contasgrvers

securely and efficiently in case the servers are scattered in the |||. Key MANAGEMENT IN AD Hoc NETWORKS

whole area. Ashare refreshingsgcheme is proposed to counter

mobile adversariesHowever, efficient and secure distributions Key management is a basic part of any secure commu-

of secret shares are not addressed. nication. Most secure communication protocols rely on the

II. RELATED WORK



substantial secure, robust, and efficient key management sys-
tem. Key management primitive and trust model are described
below.

A. Key management primitive

Key is a piece of input information for cryptography algo-
rithms. First, if the key is disposed, the encrypted information
would be disclosed. The secrecy of the symmetric key and
private key must be assured locally. TKey Encryption Key
(KEK) approach could be used at local hosts.

Second, key distribution and key agreement over an insecure
channel is at high risk and suffers from potential attacks. In the
traditionaldigital envelopapproach, a session key is generated
at one side and is encrypted by the public-key algorithm, then
it is delivered and recovered at other end. InEhfie-Hellman

©

(c (d)
(DH) schel_”ne_, comml_mlcanon parties of both §|des exchange . CA root O regualr node Q shareholder
some public information and generate a session key on both
end. Several enhanced DH schemes have been invented to — CAtrust = == non-CA trust
counter the man-in-middle attack. Many complicated key
exchange or distribution protocols and frameworks have been Fig. 1. Different trust models

designed and built. However, in mobile ad hoc networks the
computation load and complexity of key agreement protocol _ ) ) )
is strongly restricted by node’s available resource, dynanﬁ&e centralized trust mode could be in a hierarchical trust

network topology, or network synchronization difficulty. structure instead of a single CA entity. Multiple CA roots
could be necessary for a large network, like Internet. There

e two major variations proposed in ad hoc network, which

T . we namedCA-viewtrust model anchybrid trust model. The
hashed message authentication c¢HAC) are techniques y

used for the data authentication or integrity purpose Similarg)/brid mode is to glue the centralized and the distributed trust
public key is protected by public-kegertificate in which ystem together[18]. See Figures(d) —(d) for different trust

a trusted entity callectertification authority (CA) in PKI, models. . . . .

vouches the binding of the public key with owner's identity. In ' the figures, all nodes within the circle consist a network
systems where lackingusted third party(TTP), public-key domain. In Figure ](a)., t.here is one 'entlty (!n black) who is
certificate is vouched by peer nodes, in a distributed manniHSted by all nodes within the domain. In Figure(3, there
such agpretty good privacy(PGP). Obviously, certificate can'S no well trusted entity by all hosts in network domain, m_s_tead
not prove whether an entity is “good” or “bad”, but thdbeer node trusts each other and produces the “certificate”

proven of ownership of key. Mainly it is for key authenticatior?2S€d on local trust. Figure (&) however shows that quorum
purpose. nodes (in grey) collaboratively create a view of CA, who
Forth. k d b ised or di q aft functions as CA within the domain. The quorum nodes jointly
orth, key could be compromised or disposed after certaip, o the certificate. Figure (Z) shows a combination of
period of usage. Since key should no longer be useable a

it discl h hanism | ired fond and (b) where some nodes are certified by central CA (in
Its disclosure, thus some mechanism Is required to enfoy ck), some are certified by peer nodes. For example, &ode

this rule. In PKI, this can be done implicitly or explicitly. , "\ 04a19 are CA certified. nod® is not certified by CA
Certificate contains thifetime of validity. It is not useful after byt by nodes. Node 13 is not ,trusted by any node within the

expiry. But in Some case, the_ private key could be d'SC'OSE main. Confidence value of CA trust is higher than the value
dun_n_g the vaIu_j _penod, n V.Vh'Ch case, CA needs _to r_evokeoq the peer trust. For example, the value of solid trust line is
cert!f!cate epr|C|tI_y an_d notify the network_ by posting it or]mnigher than the dashed line. Each trust line could have different
certificate revocation lis(CRL) to prevent its usage. value. Of course, this hybrid trust mode could have further
variations. For example, the central CA could be distributed
to quorum of nodes.

The authentication of key ownership is the first step for Obviously, in mobile ad hoc networks, framework of key
secure communication. Otherwise it is easy to forge or spaofanagement which built on a fully centralized mode is not
someone’s key. So certain trust framework must present to vigasible not only because of the difficulty to maintain such a
ify the key ownership. For PKI in the public key cryptosystenglobally trusted entity but also the central entity could become
there are two dominate trust models, namegntralizedtrust a hot spot of attacking, thus network suffers from the security
model and theveb-of-trustrust model. For network scalability bottleneck. Meanwhile a completely distributed model may

Third, key integrity and ownership should be protected fro
advanced key attacksligital signature message digesand

B. Trust models



not be acceptable because of no well-trusted security anckammary, the above secret sharing algorithms make it a
available in the whole system. One feasible solution is feasible technique to reduce trust and adapt to the distributed
distribute the central trust to multiple or entire network entitiegnd unreliable environment of mobile ad hoc networks. This
based orsecret sharingscheme. In SEKM, the system publicis also the main reason that in SEKM we adopt this technique
key is distributed to whole network, while the system privat® our key management scheme.

key is split to all server nodes. For efficiency of secret share

updating and certificate updating service, all servers form a V. SECURE AND EFFICIENT KEY MANAGEMENT
multicast server group. The server group creates a view of (SEKM) SCHEME

CA in PKI for the mobile ad hoc networks. A. Notations and assumptions

Some notations used in SEKM are listed below. We assume
that every node carries a valid certificate from off-line config-

In mobile ad hoc network environment, a single CA noderation before entering the network. A smart card can be used
could be a security bottleneck if it is not well protectedfor this pre-configuration. The format of certificate is similar to
Multiple replica of CA are fault tolerant, but the networkX.509 structure with two extra attributes definedsasver flag
is as vulnerable to break-in as single CA or even worsmdshare versionThe flag of server is set tband non-server
since breaking one CA means breaking all CAs, meanwhileistset to0. The share version is set tdor server and for non-
could be much easier for attackers to locate a target. So, sever node. Version is increased byafter every share up-
elegant secret sharing scheme is widely proposed in molilating. Each server has its secret share stored in an encrypted
ad hoc networks with different implementations. To bettdormat like in password-based or KEK scheme. Each server
understand this scheme, a short brief is introduced here. Tdiso has a copy of the encrypted share verification parameters
CAs private key K_!, which is a system-wide secret, is{g™< modp,g®* modp, g modp,...,g*** modp} stored.

ca !

distributed to multiple nodes. No single node knows or can

C. Secret sharing

deduce the secret from the piece it holds. Only a threshold Table 1 some notations.

number of nodes can deduce the secret. Some algorithms t,: time stamp

have been invented to enhance basic secret sharing scheme.n,: nounce, one time random number
For example, providing a way for shareholder to verify the | ID;: node:’s identity

validity of a share received, periodically shares updating, share| k; /K, ': | nodei's public key / private key pair
recovery and partial certificate and so on. Some of those basid K../K_: | CAs public key / private key pair

algorithms are shown below, which are referenced later in the|[ ;- control message or data

SEKM key management scheme. (m) K m is encrypted by nodés public key
Secret splitting algorithm: [3] 1) Systemdealer pick up a (m)Kfl; m is signed by nodé’s private key
randomk — 1 degree polynomialf(z) = (ag +oz+ ..+ h(m): the digest of m

ae—12""1) mod p, or f(z) = 31 a;i_1(z)""! mod p in k: threshold value

short, wherep is a large prime number. The secr&t,! = S;: nodei’s secret share

ap mod p. 2) Each secret sharg; is evaluatedS(i) = Cert,: Certificate of node’s public key

@) =3 ai—1(x)"' mod p. For simplicity, i is assumed

to be integer. Structure outline of certificate is:

Secret reconstruction algorithm: [3] 1) A combinercollect [ ID; [ Tyaiq | K; | flag | ver [ sign. [ issuer[ Algo. |
any set ofk shareskR = {(1,51),(2,952),...,(k,Sk)}. 2)
Functionf(z) is uniquely defined by seR. f(z) = Zle Si* B Overview of SEKM

) ) o Hj;ﬁi(w*%‘) : :
Li(z), where Li(z) = M. ey IS thelagrange basic |, gy framework,K ! is distributed tan shareholders.

function 3) Recover secref;,' = f(0) = 3 ;cp\ (i3 Si #  Normally, the number of shareholders is significantly less than
1;(0), wherel;(0) = HJERW} ﬁ (assumej = z; ). the total number of nodes:) in the network. For example
Share verification algorithm: [5] 1) The trustediealerbroad- 20% — 30% nodes are secret shareholders. We name these
-1 o o o shareholders a€A-viewor servernodes in short. They are
casts {g=c« modp,g* modp, g** modp, ... g** tmodp}, Gy oo nodes except holding a system private ke
which are commitments to system secféf,” and witnesses share a);d are capable to rgduce a%tial cyertifica?e Quoru%
for coefficients{aq,...,ar—1} respectively. 2) Shareholder P P P . e .
: } o =1 k1, o of k(1 < k < m) servers can produce a valid certificate. It is
with shareS; checkingg®: modp = g™ x[ [~ (¢°) mod p . . ;
g quite straightforward to connect all servers and form a special
hold or not.
group rather than to search each one of them separately and
The proofs of all algorithms are are shown in [3][4][5][6].frequently. It is communication efficient, bandwidth saving,
Some other secret sharing algorithms like share updatiragnd easy for management. From a node point of view it is easy
and partial certificate are implemented in SEKM with propep locate the server “block” rather than each “point”. From the
modification and are given in Section 4 [7][13][14][15]. Inserver point of view it is easy to coordinate within the group




C.1 Group creation

The server group formation procedure consists of the re-
guest phase and a reply phase. When a secret shareholder
enters the network, it broadcasts a server advertising packet,
which is calledJoinServeRegnd is done in a scoped flooding.
Only the server nodes can initiate tleinServeRegacket,
which is enforced by the servélag attribute in certificate. By
doing this we can prevent malicious nodes from flooding the
join request packetloinServeRegacket contains message
which includes{ID;, SEQ;, TTL} together with its hashed

.Secret holder O forwarding node O regular node Signature{[h(IDi7 SEQZ)]KTI |(TTL)K;1 }, here symbol|
denotes concatenation. Node could attach its certificate
Fig. 2. Server group substructure snapshot in SEKM {Cert;} also for the first time. When a node receives a

non-duplicateJoinServerReacket, it needs to verify that

the packet is from the authenticated source, and without any
rather than the entire network. We name this special group@fange except TTL field. The TTL value decreaseslbys
multicast server group, aerver groupin short, though it is the packet leaves the node. The change of TTL is signed by
quite different from the traditionasource-receivemulticast intermediate nodes and verified by neighbors. The packet is
group. This server group is consisted érver nodes and discarded if any of those conditions is not satisfied. After
forwarding nodes. The forwarding nodes within the group argerification the routing table, is updated based on information
regular nodes. Framework of SEKM consists of several phasgsmtained in the message and robgekward learningServer
namely server group formation phases; group maintenanggtificate could also be stored in this table. Nodes that
phases; share updating phases; certificate renew/revocatisgeive validJoinServerReqill rebroadcastloinServerReq
phase; and handling new server nodes phase. Substructurgaelket if TTL is > 0. Compromised node could modify
server group in essence creates a view of CA for certificatgL field unpredictably but the misbehavior is assumed to
services and efficient share updating. For simplicity we state monitored by neighbors, also théD;, SEQ;) pair can
that server group produces the certificate without explicitlyelp to identify and discard the duplicate packet. If the node

excluding the non-server forwarding nodes. is a server, it will send aoinServerReplypacket as well as
. _ forwarding the request packet. Similar to theinServerReq
C. Secure server group formation and maintenance packet,JoinServerReplypacket is also protected by replier’s

In the server group formation phase, the SEKM Schemes?gnature. The server could delay for a while before it sends
similar to existingODMRP (On-Demand Multicast Routing 0ut reply message so that a better path could be selected based
Protocol)[23]. ODMRP is an on-demand protocol, where @0 certain metrics, or enforce multiple pathes by sending reply
source-rooted or receiver-rooted forwarding group is formé@essage to multiple upstream neighbors.
based on periodically Join-Data and Join-Table messages anthen a node receivelinServerReplit checks the validity
a mesh structure is maintained to forward multicast data rathgirthe packet first. After verification node could update its
than a tree structure. However, the difference is that the grotuting table based oforwarding learning If the next hop
formation phase is secure and there is no specific soufrgd matches its own ID it will mark itself as forwarding nodes
and receiver in SEKM, instead, only server nodes initiate tegd forwarding the reply based on the routing table. Please
group formation and to be members of the group in theiiote that the server node could be a forwarding node as well if
lifetime, subset of non-server nodes could be forwarding nodiess on the shortest path between pair of servers. The procedure
in certain period, thus become part of the group. The structwéntinues until the reply reaches the initial request server. Thus
of the server group is a mesh with soft-state maintenangg server nodes together with the forwarding nodes form a
scheme. In general the mesh structure is more stable thagsh structure. Detail examples are described below.
the traditional tree structure. Although the tree-base structure
is more communication efficient, it is easy to break in higlt.2 Examples
dynamic situation, thereafter incurs excessive control traffic

e e veearouf) shows elonSenveReqlated by serr node.and
P j es a shapshot on dissemination of the request and reply

Lo mar'im:im ”at leiztina qur?trrurln of ks::‘rvgr fn:)des rr(lzonlinnekc %ssage. When a node receives a request packet, it checks
b)r/ Een OS Cait)i/ se ft ?tco ir?t 23(:1 ets he r?1e rsct)h ?th n the validity of packet first before taking any further actions.
OKEn. 50, IL1S @Ot statemainienance scheme rather than g ¢4 4g duplicate, non-authenticated, or illegally altered

hard stateapproach. In this paper, we assume t_he _netvvork acket. In the example we assume the validity of all packets
a connected graph and one server group is maintained. In gu rocessing are verified. After neighbor nodes 18 and20

future work we will consider multiple server groups SCENANQyceive the request they rebroadcast it. This process continues.

In the example, nodes, 2,16 and22 are servers. Figure 3



one path available between any pair of servers. However, for
a mesh structure, there are possible multiple pathes between
pair of servers. Thus if one link is broken the alternative link
could be utilized instead of launching the costly procedure
for breakage recovery. In SEKM, the periodical message
joinServerRequestndJoinServerReplgre sent out in order to
refresh the server group. Thus a soft state scheme is adopted
to react the dynamic network topology and the possible link
@ e () Forvingnone () Non-groupoce breakage. Since this soft state scheme is quite expensive
T T JoinServerReq packet = JoinServerReply packt for a large network, the frequency for refreshing should be
(0 Node it e Jon eqest (B) Node 16 niats the fin reauest scheduled carefully according to node mobility.

Fig. 3. Server group setup illustration D. Secret share updating
Every server node has a piece of the system secret key

Server 16's table K_!. Although theS; is stored at local storage protected in

encrypted format by some means, it is still at risk in case the

Server Next Hop . . .
node is captured and compromised, thus the secret share is

1 12,21 . . . .

) 5 disposed. At meantime, once theobile attackcompromises

16 16 enough number of shares the system secret is disclosed. In

”r 12 21 order to counter these types of attack, a periodically share

’ updating scheme is proposed by some research paper with

(®) different implementations. In SEKM, updating the shares held
@ e O rovaimse O oy o by servers is quite simple. The idea is that only threshold
servers within server group initiated the share update phase.
Fig. 4. Server group mesh and table snapshot We name these serversaxtive servefor convenience. Active
servers generate new shares and send them to corresponding

Wh " . h ket f de first Id server in the group. Obviously, active servers consume more
en servet6 receives the packet from node first it could  oyerqy than non-active ones. In order to avoid some servers

send back doinServerReplynessage to nodel instantly, or een"working as active servers, this phase is operated in

it could delay for a while until receive the request from nOdFounds and teams of servers are “selected” as active servers
12. Server 16 could send reply to both node 21 and 12 ifernatively. Similar to scheme in [16], the update phase is
order to enforce multiple path. Nod& rebroadcasts the join broken intorounds A percentage is defined as = | £ |.

request message if the TTL is more thanWhen node2l st every round every servergenerates a random numbgr
receives the join reply packet from nodé it learns that 1) between) and 1 and a threshold value. 7; is defined as:
node 16 is a serve node, and 2) it is on the selected path

between servet and serven6, thus 3) it sets its forwarding - ifieSG

flagand update its forwarding table. The same process happens T, = { L=y(rmod3) _ 1)
on node12 and node20. Eventually the join reply packet 0 otherwise

from nodel6 reaches server node which is the join request  wherer is the current round, andG is the set of server
initiator. When serverl receives the reply packet it learnshnodes have not ever initiated update phase in%;thg)unds_
that serverl6 is reachable through neighb@0. It updates During round0(r = 0), each server has a probability to
the routing table entry if changed. After certain amount Gfitiate the share update. If; < 7;, this server will become
time, replies from all servers arrive at notleNode1 has the active serverEach round there are abougctive servers. The

knowledge of all reachable servers. Figure 3 (b) shows the jqifyorithm in the share update phase is shown in next page.
procedure initiated from servé. After all servers finish the

join procedure the group mesh structure is formed, and eg€hHandling new servers
server has a routing table established. Figure 4(a) shows the, SEKM, it is flexible that new servers can join the
server group mesh and Figure 4(b) shows a snapshot of tahl@york meanwhile some servers may leave the network.
created by noda6. Every server node maintains a table anfh, case a server leaves the network, the soft state server
the table is referenced for subsequent certificate service ph@ﬁ?up maintenance mechanism can handle the change of server
and shares updating phase. group topology. However, when a new server joins the group
some mechanism is required to handle the possiblare
inconsistencyAs we know that server group updates shares
The server group structure should be maintained in tiperiodically. A new joined nodes could carry an outdated share
entire lifetime of the network. The mesh structure is moreom off-line configuration. In order to handle this situation
reliable than the conventional tree structure where there is otihe new noder need to contact at leagt servers to “catch

C.3 Group maintenance



1)

2)

3)

4)

a server node receives @ertUpdateRecand verification of

the request, in stead of sending the request to all server group
nodes, it attaches a ticket and just send the requestfficient

k + A servers.A is the marginal safety value in case some
partial certificates are corrupted. Since each server knows the
9:(0) :,0' ) . path to all other server group members, it is wise to utilize
Serveri broadcasts the witness for polynomial coeffighe ticket scheme. Here the ticket is basically as a counter.
cients {gﬁi’d_j [l < d <k} and its hashed signaturehe ticket could be split at intermediate nodes. For a small
{[1(g”)]":" : |1 < d < k} to server group. server group broadcasting certificate request within the group
Each active servei computes share for servgr with g good enough. But for a large server group with>> k,

Si—j = 9i(j) mod p, whichis encrypted withj’s public  roadcast request to all servers cause significantly processing
key Kj, then sent to corresponding seryét < j < k) and bandwidth expenditure.

: K,
in the form Of{[SZ—)J]. - For example in Figure 4(a). Assumeis 3. When server
Each server will receive aboétnew shares. It decrypts . e .
L . node1 receives a certificate updating request from a regular
each new share, check validity and combihenews - . . .
node or originated from itself, it could produce a partial

Sh ares with its 0 ld share tokthe final new share. SerV((:aértificate itself, meanwhile it sends two tickets attached to
Jj's new shareS; = S; + > 7, Si—;. The new share

will replace the old share as the new partial CertiﬁcaCertUpdateReqnessage to nodeo and no ticket to node
i ninp ke P 4. These two tickets would be split to two separate tickets
gning Key. with one ticket sending to node and one going to nodel.

Share Updating

Each active serveérandomly selects A—1 degree poly-
nomial g;(z) = (ﬁi,1$+ﬂi,2$2w+ﬁi,k71xk71) mod p,
or gi(z) = Sh_1 Bua(x)? mod p in short. Note:

Eventually the2 tickets reach server nodds and22. There
are many other options to split the tickets. Note that the ticket

up” with the latest server group wittenewedshare. As we is used within the server group, it is transparent for the non-
describe above, a new node sendsjtieServerReqnessage group members. Any secure routing protocol could be used
at first time of entering the network. The server group chedR find a path from the requesting node to the server group
the incoming join group request. A message could be sdigfore it sends out th€ertUpdateRegnessage.

out to notify requesting node by checking theversionfield The CertUpdateRegnessagen’ should be signed by orig-

in the certificate. After that a share renewing process will ieal requesteri. It includes {ID;, SEQ;} together with its
launched. The algorithm is the following. hashed signaturé[h(m’)]%: }. Similar to the procedure of

processingloinServeRegntermediate verification is required.

1)

2)

3)

4)

The intermediate nodes on the path relay @GertUpdateReq

Handling new server. message until it reaches the sendewhere a ticket is gener-

The receiving server on the server group locates a subggly and processed within the server group. The algorithm is
of servers ¢ : |w| > k). Each servei(i € w) randomly gascribed as below.

chooses a polynomiaf;(z) with degreek — 1, where

fi(r) =0 and f;(0) # 0.

Each server nodébroadcasts withesses for coefficients Certificate updating:

as share updating scheme while distributes shfaig) 1) The receiving servet on the server group produée- A
to corresponding servei(j € w) encrypted withk;. tickets attach to requesté&s request packet.

Server j receives shared;(j)(i € w), combines to  2) Each server j, which receives ticket, produces
shareh(j) = S5 + X ey (fi(d)) (here S} is j's a partial certificate for requestef. Cert;_,; =
current shares) and sends it to the requesting serirer (K;)%*(©) mod p and sends back to serveér
encrypted format. 3) Server; decreases ticket by, and splits it if necessary,
Serverr decrypts these shares and interpolates them to  then forwards the request together with ticket.

renewS’. as secret reconstruction algorithm described in 4) Serverd combinesk partial certificates into certificate
section 3. Cert; = [I5_, Certj— = [I1_, K7 mod p =

1
(K;)Zi=1 5% modp = K | and sends it back to
requesting nodé Note: servet could sendc+A partial

F. Certificate updating certificates back to requesting nodend certificate is

There is an attribute,.;;4, defined in the public-key

combined at instead of at served.

certificate. A certificate is only valid for a period of time after

issuing. Each node (including server) needs to periodical
update its certificate before expiration. A node needs to get

Handling certificate expiration and revocation

at least a thresholdkf number of partial certificates to Certificate will expire after a predetermined period of time.
reconstruct a valid certificate. It is advantageous to updatenode with invalid certificate is prevented from participating
certificate based on the server group structure in SEKM. Onary network activity. In SEKM, nodes need to update the



certificates before expiration. Although it is possible that whole area. It is much easier for servers to coordinate within
node could recover its expired certificate from server groupe group rather than with the entire network during the secret
based on certain criteria. In this paper, for simplicity a nodshare updating phase.

with gxpirecj certificate needs some off-line or in person A getailed SEKM framework and operational phases are
reconfiguration. described in this paper. In SEKM, the server group provides
A node’s certificate could be revoked by server group withicertificate update service for all nodes including the servers
its valid period for certain reasons. A server node could lteemselves. A ticket scheme is introduced for efficient certifi-
compromised, thus initiate inconsistent shares during the sheate service. Meanwhile, an efficient server group periodical
updating/renewing phase, refuse to issue or issue wrong partiptlating scheme is proposed. In our future work we will
certificate for other nodes. A non-server node could misbehasealuate the performance of SEKM by simulation, and we will
in relaying the join request, join reply messages for maintaiextend SEKM to multiple server groups in large networks and
ing the server group; or in the phase of certificate servide, partitioned networks.
routing information dissemination or data transmission. In
the occurrence of any misbehavior or malicious attacks, an
accusation with the signature of initiator should be sent to tffé A. Salomaa. Public-Key Cryptograph@pringer 1996.
server group. Once server rec'eives' f[he 'accusation, i.t'che A. gh;?ﬁ.n a%t\j/vmt'o%ohngfg taersNeiigd\g)c:fﬂuiiTcgt%?wagﬁLgf(%[?é?g
the validity of the packet first, if verified it marks certificatg4] A. Herzberg, S. Jarecki, H. Krawczyk and M. Yung. Proactive secret shar-
state of the accused node sisspect There is a counter and  ing or: How to cope with Perpetual leakag€Crypto'95, proceedings
timer aSSOCi_ate with it. The counter could decrease after cert?s';p Spl;l:r(]e?r?]ra’m%ggA& practical Scheme for Non-interactive Verifiable Secret.
amount of time. Once the counter accumulates to a threshold sharing.Proceedings of the 28th Annual Symposium on the Foundations
value v within the predefined time perio@d, collaboration of computer sciencel987. _ _
of I servers can revoke the accused certficate. The revoffl Sl Fubiey Verfable secte Sharing, Swiserard.
certificate is put onto th€RL The CRLis broadcast to entire = Magazine, Vol. 13, 1999.

network periodically. Some information associate with thi8] S. Yi, P. Naldurg and R. Kravets Security-Aware Ad-hoc Routing for
%r({‘\/lreless Networks. Report No.UIUCDCS-R-2002-2290 , UIUC, 2002.
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