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One important performance measure of CED designs is how 
quickly the error can be detected. The input checksum of a set of 
input data Can be computed while they propagate through the net- 
work. ne time for calculating the output checksum, however, should 
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be separately included between the initiations of two consecutive 
FFI‘ computations. Consequently, the output checksum needs to be 
quickly computed. As shown in Fig. 1, the output checksum of our 
design requires only two levels of adders, while other designs [2], 
[3], [4], [5], [6] require adders and multipliers. In 161, the output 
checksum is calculated by one level of multiplication plus two levels 

[1 location and 

of addition. Therefore, the design requires much larger time than our A Limited-Global-Information-Based 
Multicasting Scheme for Faulty Hypercubes design for calculating the output checksum. If a typical floating point 

hardware is used where the circuits for addition and multiplication 
have the same complexity, multiplication takes w times longer than 
addition for w-bit data. 
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V. CONCLUSION 

In this brief contribution, we have presented a new efficient con- 
current error detection design for FFT networks. In the proposed 
design, simple linear weight factors were employed to obtain the 
input and output checksum for detecting an error in the network. As a 
result, any single error can be effectively detected with relatively 
small hardware overhead. No time overhead was required since the 
original input as well as the network were not modified for the CED 
operation. It has been shown that our design allows high fault cover- 
age with low false alarm rate for the practical size FFT networks. The 
proposed design also allows high throughput and short error detec- 
tion latency. The hardware overhead ratio is as small as or 
- when the input data are real or complex, respectively. The 
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Abstract-We study the multicast problem in hypercubes with faulty 
nodes. We assume that each node has limited global information of fault 
distribution, which is captured by the safety level associated with the 
node. Basically, the safety level is an approximate measure of the distri- 
bution of faulty nodes in the neighborhood. We first propose a safety- 
level-based multicasting scheme which guarantees time optimality. We 
then present a variant of this scheme that reduces the number of traffic 
steps. Finally, an address-sum-based multicasting scheme is studied 
which utilizes both the distribution of destination nodes and the safety 
level of neighboring nodes. Simulation results show that the traffic gen- 
erated in both schemes is very close to optimal. Time optimality is guar- 
anteed when the source is safe and at most two additional time steps are 
required when the source is unsafe in an n-dimensional cube (denoted as 
n-cube) with up ton - 1 node faults. 

Index Terms-Fault tolerance, hypercubes, multicasting, parallel 
processing. 

I. INTRODUCTION 
Proposed design Can also be easily expanded for m.&idhensional 
FFT networks. We currently investigate the schemes tolerating mul- 
tiple faults. [ 113 

Message passing techniques are commonly used in hypercubes [8] 
for interprocessor communication. usually, a message must go 
through several intermediate nodes to reach its destination. Thus, the 
routing scheme used [7] becomes very important for the performance 
of interprocessor communication. There are three types of communi- ACKNOWLEGMENTS 
cations: one-to-one, one-to-many, and one-to-all [2]. In many parallel 
applications, communication between a subtask in one node and 
several subtasks, located in different nodes, often arises. This moti- 
vates the introduction of a multicast (one-to-many communication) 
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facility that sends messages from one node to a subcube or several 
subcubes (a node is a trivial case of a subcube). 

The performance and reliability of communication schemes are cru- 
cial to the success of massive distributed-memory multicomputers. Time 
steps and trafic steps [2] are the main criteria used to measure the per- 
formance of communication at the system level. The maximum number 
of links the message traverses to reach one of the destinations is defined 
as time steps, and the total number of distinct links the message trav- 
erses to reach all destinations is measured in traffic steps. All the nodes 
and links used in a multicast form a multicast tree. 

It has been shown [ 5 ]  that the problem of finding a time and traffic 
optimal solution for multicasting in hypercubes is NP-hard. A heu- 
ristic multicast algorithm proposed by Lan, Esfahanian, and Ni [2] 
achieves time optimality and traffic suboptimality in a nonfaulty hy- 
percube. Several fault-tolerant multicasting schemes have been pro- 
posed which can be classified by the amount of network information 
of fault distribution used at each node. In local-information-based 
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multicasting each node knows only the status of its adjacent links and 
nodes. Simplicity is the main advantage of this scheme, although a 
large number of additional time steps may be needed in the worst 
case. A time-optimal multicasting has been proposed [l] which can 
be categorized as local-information-based multicasting; however, it is 
based on a restricted fault model-ach node in the cube has at most 
one faulty neighbor. Global-information-based multicasting [9] as- 
sumes that each node knows the distribution of faults in the network. 
This scheme guarantees time optimality. However, it requires a 
complex process that collects global information. Limited-global- 
information-based multicasting is a compromise between these two 
schemes. An algorithm of this type obtains an optimal or suboptimal 
solution and requires a relatively cheap process that collects and 
maintains limited global information. Liang, Bhattacharya, and Tsai 
[3] recently proposed a multicasting scheme in which each node 
knows the status of all the links within two hops (a particular form of 
limited global information). This scheme can tolerate up to n - 1 
faulty links and the number of additional time steps required in the 
worst case is 2n in an n-cube. Although this scheme can be easily 
extended to tolerate node failures, it has two flaws: first, it cannot 
guarantee time optimality; second, it has to maintain at each node a 
relatively large table which contains the status of components within 
two hops from the node. In general, limited global information 
should be defined in such a way that it is easy to obtain and maintain 
by compressing information in a concise format. 

In this paper, we proposed a multicasting scheme based on limited 
global information. The limited global information is captured by the 
safety level [lo], which is an integer associated with each node. Basi- 
cally, the safety level associated with a node is an approximate meas- 
ure of the location and number of faulty nodes in the neighborhood, 
rather than just the number of faulty nodes. An efficient (n - 1)-round 
iterative algorithm has been proposed in [lo] that calculates the 
safety level of each node. The proposed multicasting scheme uses 
safety level information andor distribution of destination nodes. It 
can tolerate n - 1 faulty nodes in an n-cube while still guaranteeing 
time optimality and traffic suboptimality. Several variations are also 
studied and presented. 

11. PRELIMINARIES 
An n-cube, Q,,, is a graph having 2" nodes. Every node u has a bi- 

nary address u(n)u(n - 1) ... u(1) and u(i) is called the ith dimension 
of the address. For convenience, we use u to represent a node as well 
as its associated address. We denote node the neighbor of u along 
dimension d ,  and therefore address dd) can be obtained by changing 
the dth bit of u. A Hamming distance path between two nodes is a 
path that has a length equal to the Hamming distance between these 
two nodes. Let G(V, E) be a graph that corresponds to a hypercube 
structure [l]. D = ( M I ,  uz. ..., u,,,) V(G) is a destination set. The 
multicasting problem can be described as finding a subtree T(V, E) of 
G(V, E), such that 1) D G V(T), 2)  d d s ,  ui) = d&, ui), where s is the 
source node and dT and dc are distances in graphs T and G, respec- 
tively, and 3) IE(T)I is as small as possible. Our objective here is to 
find a multicasting scheme that guarantees time optimality and traffic 
suboptimality. 

In our approach the concept of limited global information is cap- 
tured by assigning a safety level to each node in a hypercube with 
node faults. More specifically, let k be the safety status of node u, 
where k ranges from 0 to n. k is referred to as the level of safety, and 
u is called k-safe. An n-safe node is called a safe node and a k-safe 
(k # n) node is called an unsafe node. A faulty node is 0-safe, which 
corresponds to the lowest level of safety. Let (SO. SI. ..., S,-Z. s,,-I) be 
the nonascending safety level sequence of node u's neighbors, then 

1) The safety level of u is n if (SO, sl, ..., s,,-z, s,-J 2 (n - 1, n - 2, 

2) The safety level of u is k if (s,,-k, s,,+I), ..., s,-z, S,-I) 2 (k - 1, 

The safety level can be intuitively explained in the following two 
ways: 1) If a node is k-safe, there exists a Hamming distance path 
from this node to any other nodes within k distance. 2) If a node is k- 
safe, then there exists an 1 ( I  k)-level incomplete spanning binomial 
tree of any 1-subcube, with this node being the root. An incomplete 
spanning binomial tree is a spanning binomial tree in which all the 
faulty nodes are leaves of the tree. 

We have shown [lo] that for a given faulty hypercube, there is 
only one number (safety level) for each node that satisfies the safety 
level definition. The safety level of each node can be easily calcu- 
lated through a simple iterative algorithm. Initially, all the faulty 
nodes are 0-safe and all the nonfaulty nodes are n-safe. Then, each 
node exchanges its level with all its neighbors' and updates its level 
based on the safety level definition. The effect of 0-safe status of 
faulty nodes will first propagate to their neighbors, then neighbors' 
neighbors and so on. In the worst case at most n - 1 rounds are re- 
quired to stabilize the safety levels of all the nodes in the given 
n-cube and this is independent of the number of faulty nodes [lo]. 

Fig. 1 shows a Q4 with four faulty nodes (represented as black nodes): 
1100,0110,0011, and OOO1. Initially, all nonfaulty nodes are Csafe, Le. 
safe. After the first round of safety level exchange among neighboring 
nodes, the nodes (0010, 0111, 0100, and 1110) that have two or more 
faulty neighbors change their status from Csafe to 
I-safe. The status of all the other nodes remains unchanged. After the 
second round, the status of nodes oo00 and 0101 changes to 2-safe, since 
each of them has two 1-safe neighbors and one 2-safe neighbor. The safety 
level of every node remains stable after two rounds and the value associ- 
ated with each node of Fig. 1 represents the safety level of the node. 

..., 1, 0)1 

k - 2, ..., 1,O) A (s,,+~+,) = k - l), where 1 S k I n - 1. 

Fig. 1. An Q4 with four faulty nodes. 

111. BASIC STRATEGY 

The key issue in a multicast is how each intermediate node u 
(including the source node s) forwards a set of destination nodes 
{ uI, u2, ..., u,,,] to its appropriate neighboring nodes. We represent 
destination nodes in terms of their relative addresses with respect to 
node u, R = { r i ] ,  where ri = u @ ui, 1 I i I m. The address summa- 
tion, 

a s =  Cq, 
represents the distribution of destination nodes along different di- 
mensions. 

G E R  

1. seql 1 seqz if and only if each element in seql is greater or equal to the 
corresponding element in seqz. 
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1c1= & ( j )  
15 j<n 

represents the distance between nodes u and ui. For example, if a set 
of destination nodes (q, u2, ug) = (0101, 1001, 0000) and node 
u = 1010, then R = ( r , ,  r2, r3)  = ( 1 1 1 1 ,  0111, 1010) with lrll = 4, 
Ir21 = 3, and Ir31 = 2 and as = 2232. To avoid recalculation of relative 
addresses, we only calculate relative addresses at the source. When- 
ever a destination node with relative address r is passed to the next 
node along dimension d, the dth bit of r is set to zero, i.e. the new 
relative address associated with this destination node will be fl4. To 
ensure time optimality, we use the following simple strategy [2]. 

STRATEGY. When the dth bit of ri, the relative address of destination 
node ui with respect to an intermediate node u, equals one, c(d) 
should be sent to u’s neighbor, u@), along dimension (d). 

When ri of destination node ui has more than one 1 value at differ- 
ent bits (dimensions), then relative address ri could be forwarded 
along either of these dimensions. In this case a conflict arises. To 
resolve the conflict, a priority order is determined among n dimen- 
sions. The formation of this priority order determines the result of a 
multicast. The priority order should be defined in such a way that it 
should minimize traffic by maximum sharing of common paths to 
destination nodes and the multicast message should not reach a dead 
end in a multicast. A dead end happens at an intermediate node when 
all the Hamming distance paths of a particular destination node are 
blocked by faulty neighbors. In this case, a detour path or a backtrack 
process must be used to reach that destination. To avoid a dead end 
situation we should limit the number of destinations to be forwarded 
to neighbors that have faulty nodes nearby. Actually, this is the rea- 
son that we use the safety level concept in the dimension priority 
decision. 

Three approaches, safety-level-based multicasting (SLBM), modi- 
fied safety-level-based multicasting (MSLBM), and address-sum- 
based multicasting (ASBM), are proposed in this paper. In the SLBM 
approach, the priority of a dimension is determined a priori based on 
the safety level of the neighbor along this dimension. The higher the 
safety level of the neighbor along a dimension, the higher the priority 
order of this dimension. Two approaches can be used when there are 
two or more dimensions along which the corresponding neighbors 
have the same highest safety level. In SLBM, a priority order among 
these dimensions is randomly selected. In the modified SLBM 
(MSLBM), the priority of a dimension is based on the corresponding 
bit value in the address summation of the destinations. Basically, if 
the neighbor along dimension d can carry maximum possible desti- 
nation nodes, Le., as(d) is the maximum value of all the bits in the 
address summation, then d has the highest priority. When there is 
more than one bit that has the same maximum value in the address 
summation, the selection is random. The next highest priority di- 
mension is determined using the same approach but is based on the 
updated destination set, i.e., the one after removing those nodes to be 
forwarded to dimensions in higher priorities. 

In the ASBM approach, the dimension priority depends primarily 
on bit values in the address summation. A dimension has the highest 
priority if the corresponding neighbor can carry the maximum possi- 
ble nodes. To ensure time optimality, only those destination nodes 
that are no more than k distance away from the selected neighbor will 
be included, where k is the safety level of this neighbor. In this case, 
the safety levels of all the neighbors and the relative distances of the 
destination nodes are used in the decision. A modified ASBM ap- 
proach, following a similar approach as used in MSLBM, can be 
adopted when there is more than one neighbor that can carry the 
same maximum number of destination nodes. In this case, the priority 

among these neighbors is based on their safety levels. In ASBM, the 
priority among these nodes is randomly selected. The following two 
lemmas apply to all three multicacting approaches. 

LEMMA 1. If the source node is safe and an intermediate node u is 
k-safe, then any destination node received at node u is no more 
than k Hamming distance away from u. 

LEMMA 2 The multicast message reaches each destination through a 
Hamming distance path from the source to the destination. None of 
the three multicasting approaches will cause a dead end situation. 

THEOREM 1.  A multicast generated by SLBM, MSLBM, or ASBM is 
guaranteed to be time optimal if the source node is safe in any 
faulty n-cube. When the source node is unsafe and there are no 
more than n - 1 faulty nodes, the length of each path from the 
source to a destination is either the same or exactly two more than 
that of the corresponding Hamming distance path. 

THEOREM 2. A multicast generated by SLBM. MSLBM, or ASBM is 
guaranteed to be time optimal if the relative distance between the 
source and any destination is no more than the safety level of the 
source. 

Theorems 1 and 2 can be easily proved based on Lemmas 1 and 2 
and the fact that for each unsafe node in an n-cube with at most 
n - 1 faulty nodes there is at least one safe neighbor [lo]. In Theo- 
rem 1, destination nodes are random and the source node is restricted. 
In Theorem 2, the source node is random. The proposed approaches 
can still be applied if the destination nodes satisfy specific con- 
straints. Theorem 2 applies to any faulty hypercubes, including dis- 
connected hypercubes. 

w. EXAMPLES 

Let’s reexamine the Q4 shown in Fig. 1.  Table 1 shows the de- 
scending status sequence (st) and the corresponding neighbor di- 
mension sequence (ds) associated with each node in this Q4. We use 
“-” to present a don’t-care symbol for st and ds associated with faulty 
nodes. In Fig. 1 ,  each destination is represented by a double-circled 
node, and each black node is a faulty node. Suppose the source node 
is the safe node 1O00, and the multicasting set is u = (ul,  u2, u3, u4, 
u5, u6) = (0000, 0010, 0100, 0101, 0111, 1001). The set of relative 
addresses between the source and destinations nodes is R = ( r , ,  r2, r3, 
r4, r,, r6} = (1000, 1010, 1100, 1101, 1 1 1 1 ,  0001). Therefore, the 
address summation is as = 5323. 

TABLE I 
THE Sf AND ds FOR EACH NODE IN THE Q4 OF FIG. 1 

(4,3,2,1) 0001 
(4,2,3,1) 001 1 
(3,1,4,2) 0101 

(2,1,4,3) 1001 
(2,1,4,3) 1011 

1101 
3,2,4,1 1 1 1 1  

The SLBM approach uses only neighbors’ safety levels in terms of 
the neighbor dimension sequence (ds) to determine the priority 
among the neighboring nodes. In this case, dimension 2 has the high- 
est priority, followed by dimension 1 ,  and then dimension 4. Dimen- 
sion 3 has the lowest priority. Since the second bit value is one in r2 
and r,, ri2),  .anand ri2) together ivith the multicast message are passed 
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to node 1010, the neighbor of 1000 along dimension 2. In the subse- 
quent discussion, we assume that the multicast message is always 
attached with the relative address of each destination node forwarded 
from one node to another. Among the remaining nodes in R,  r4, and 
r6 have value one in the first bit. Both r f )  and r f )  are passed to node 
1001. Since the fourth bit value is one in the remaining rl and r3, 
addresses $4’ and e’ are passed to 1000’s neighbor along dimen- 
sion 4. No destination nodes are passed to the neighbor along di- 
mension 3. The procedure is applied recursively to 1000’s neighbors 
that receive destination nodes, and a multicast tree is formed as 
shown in Fig. 2a. The depth of this tree is the number of time steps 
used and the number of edges in the tree is the number of traffic steps 
used. In this case, the time steps are four and the traffic steps are 10. 

The MSLBM approach also uses the neighbor dimension se- 
quence (ds) in determining the priority. However, when two or more 
two neighbors have the same highest safety level, the address sum- 
mation (as) on the remaining destination nodes is used to break the 
tie. In Fig. 1, two neighbors of the source node 1000 along dimen- 
sions 1 and 2 have the same safety level. Based on as = 5323, the 
neighbor along dimension 2 (node 1010) can carry 2 (the second bit 
value of as) destination nodes, and the neighbor along dimension 1 
(node 1001) can carry three destination nodes. Therefore, node 1001 
has a higher priority over node 1010. As a result, r f ) ,  r:), and rg(l) 
are passed to 1001, ri2) is passed to node 1010. Both F) and e’ 
are passed to 1000’s neighbor along dimension 4. Fig. 2b shows the 
resultant multicast tree with four time steps and nine traffic steps. 

(a) (b) 

Fig. 2. The multicast tree generated using (a) SLBM and (b) MSLBM. 

In the ASBM approach, the dimension priority is dependent on the 
address summation of destination nodes. That is, the dimension with 
the maximum bit value in the address summation has the highest 
priority. The destination addresses with value one at this dimension 
will be sent to the corresponding neighbor. However, in order to 
avoid forwarding too many destinations to an unsafe or faulty neigh- 
bor, we forward destination addresses to a k-safe neighbor only when 
the correspondiqg destination nodes are less than or equal to 
k Hamming distance away from this k-safe neighbor. When there are 
two or more neighbors that can carry the same maximum number of 
destination nodes, the selection is random, although we can easily 
extend the ASBM algorithm in such a way that the selection among 
these neighbors is based on their safety levels. For the example of 
Fig. 1, as = 5323 at node 1000, therefore dimension 4 has the highest 
priority. Potentially, node 0000 can carry five destination nodes. 
However, only those nodes which are no more than two steps (two is 
the safety level of node 0000) away from oo00 will be passed to it. In 

this case, only the relative addresses of nodes ul, u2, u3, and u4 are 
passed to node 00o0. The next highest dimension is determined based 
on the updated address summation, as = -1 12, on the remaining des- 
tination nodes u5 and ug. (Since dimension 4 has been selected, we 
use the don’t-care symbol “-‘I at the fourth bit.) Therefore, dimen- 
sion 1 is selected. Since the safety level of node 1001, the neighbor 
along dimension 1, is four, all the remaining destination nodes can be 
passed to it. At node 1001 the as = -11-, and neighbors 1011 and 
1101 of 1001 have the same safety level and the same bit value in as. 
Therefore, u5 can be forwarded through either node 1011 or node 
1101 to the destination. The two resultant multicast trees are shown 
in Fig. 3a and b. 

6“ olo&$ 

(a) (b) 

Fig. 3. Two multicasting trees generated using ASBM. 

V. PERFORMANCE 
A simulation was conducted on 4-cubes and 5-cubes with various 

numbers of faulty nodes and destination nodes. To simplify the 
simulation, we assume that all the destination nodes are fault free. 
Both faulty nodes and destination nodes are randomly selected from 
the 2k nodes of the k-cube. Fig. 4 shows the average traffic steps gen- 
erated from the three algorithms in 5-cubes with four faulty nodes. 
The optimal result and the lower bound are also shown in this figure, 
where optimal results are obtained by enumerating all the possible 
multicast trees that contain the destination set. Fig. 5 shows the per- 
centage of saved traffic using MSLBN and ASBM compared with the 
one obtained by using SLBM in 5-cubes, where f represents the 
number of faulty nodes. 

We make the following observations from the simulation results 
shown in Figs. 4 and 5: 

The average traffic steps achieved by using MSLBN and ASBM 
are close to the optimal case. In general, ASBM outperforms 
MSLBN. The SLBM approach does not produce results which 
are close to the optimal case as do the other two approaches. 
This result is expected since ASBM and MSLBM use more 
information than SLBM. 
Compared to the SLBM approach, the percentages of saved 
traffic generated by using the MSLBM and ASBM approaches 
reach their maximum when the number of destination nodes is 
about half of the total number of nodes. When the number of 
destination nodes is more than half of the total number of 
nodes, the percentage of saved traffic decreases. 
This occurs because there are not many nonoptimal paths to 
each destination when there are few destinations or when 
nearly all the nodes are destinations. Naturally, results gener- 
ated by the SLBM are close to optimal, and there is not much 
room left for improvement. The number of nonoptimal paths to 
each destination reaches its maximum when the number of 
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destinations reaches half of the total number of nodes. The ef- 
fect of incorporating more information in path selection is most 
effective in this case. 

In summary, the performances of ASBM and MSLBM are close to 
the optimal result. On the average, ASBM outperforms MSLBM 
which in turn outperforms SLBM. Because it is relatively simple to 
implement, MSLBM seems to be a cost-effective approach. 
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Fig. 5. Percentage of saved traffic with respect to SLBM. 

VI. CONCLUSIONS 
We have studied a fault-tolerant multicasting scheme based on 

limited global information. The concept of safety level associated 
with each node has been used to represent limited global information 
of fault distribution. Three approaches have been proposed which are 
applicable to hypercubes with up to n - 1 faulty nodes. Our results 
show that, when the source node is safe, all three algorithms can find 
the shortest path for each destination node. When the source node is 
unsafe, multicasting can be initiated from one of its safe neighbors. 
Then in the worst case, two extra time steps are required for each 
destination node. Simulation results show that the performance of 
both the modified safety-level-based multicasting and the address- 
sum-based multicasting algorithms are very close to the traffic opti- 
mal solution with the former being a more cost-effective approach. 
Extending this approach to cover both faulty nodes and links and 
applying this approach to other network topologies such as meshes 
and tori are interesting problems for future research. 

APPENDIX 

A. Proof of Lemma 1 
Let us classify all the nodes in the cube based on their distances from 

the source node. Clearly there are n groups of nodes in an n-cube. The 
source node s is a node that is at zero distance from the source node. 
Since all the destination nodes in the n-cube are no more than n Ham- 

ming distance away from s, the theorem automatically holds when s is 
n-safe. Assume the theorem holds for all the nodes which are distances j 
away from the source node and WP, arbitrarily select a node u which is 
k-safe from these nodes. That is, all the destination nodes received at u 
have at most k 1-bits (bits that take value 1) in their addresses. Suppose 
(sto, stl, ..., st,,) is the us status sequence of neighboring nodes in 
nonascending order and (do, dl, ..., dGl) is the corresponding neighbor 
dimension sequence. Based on the safety definition in Section 11, (stb stl, 

..., 1,O). Clearly, the theorem holds for all the neighbors along dimen- 
sions 4, dl ,  ..., since their safety levels are at least k - 1. (Note 
that the number of 1-bits in destination addresses will be reduced by 
one when these destination nodes are forwarded to appropriate neigh- 
bors.) Safety level of the neighbors along dimension d,,+,l, 1 S i I k - 1, 
is at least stdk-,, = k - i - 1. Based on SLBM and MSLBM, a destina- 
tion node r is selected to be forwarded to the neighbor along d,,++, only 
when all the bit values of r at dimensions 4. dl, ..., d-, d,,+l), ..., d,,+ 
(i-1)) are zero. That is, there are at least n - (k  - (i - 1)) + 1 = n - (k  - i> 
zero bits in r, i.e., at most n - (n - (k  - 0) = k - i 1-bits in r. The 1-bit at 
d,++,, will be set to zero when r is forwarded to the neighbor along that 
dimension. Therefore, there are at most k - i - 1 1-bits in r which are 
less than or equal to the safety level of the neighbor along that dimen- 

0 

..., ~t,,++l),~t&,~t,,+l), ..., st,z,stWl)2(k- 1, k -  1, ..., k -  1, k -  l ,k-2 ,  

sion. For the ASBM approach, the theorem clearly holds. 

B. Proof of Lemma 2 
All three approaches are based on the same strategy discussed in 

Section 111: When the multicast message reachs a destination it must 
ba through a Hamming distance path. We only need to prove the 
absence of dead ends. For the SLBM and MSLBM approaches, we 
consider the following two cases: Suppose node u is k-safe, k > 1. 
Based on the safety level definition, there is at most one faulty neigh- 
bor (assume it is along dimension d). For each destination r 
(excluding u and the neighbor along dimension d) there is at least one 
bit other than d that has value 1. Since dimension d has the lowest 
priority, r will not be forwarded to it. If the neighbor along dimen- 
sion d is nonfaulty, the multicast message is forwarded to it; other- 
wise, no message is passed to this neighbor. The only destination 
node (if one exists) that is not selected is the node u itself, and a copy 
of the multicast message is kept at node u. Suppose node u is 1-safe. 
Based on the definition of the safety level concept, there are between 
2 and n - 1 faulty neighbors. Based on Lemma 1 ,  only those destina- 
tions which are no more than 1 Hamming distance away from u are 
forwarded to u, i.e., each destination is either u’s neighbor or u itself. 
Therefore, a dead end situation will never occur. For the ASBM ap- 
proach, we only need to prove that each destination will be selected 
to be passed to one of the neighbors. Suppose the safety level of the 
current node is k and we randomly select a destination which is 
1 (I k)  distance away. That is, there are 1 one bits in its relative ad- 
dress and there are 1 neighbors that are candidates to relay the mul- 
ticast message. Based on the safety level definition, there is at least 
one neighbor that has a safety level no less than 1 - 1. Therefore, this 
destination will be selected, Le., no dead end situation will occur. 0 
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Correction 
Corrections to “Low Overhead Multiprocessor 
Allocation Strategies Exploiting System Space 

Capacity for Fault Detection and Location” 
Srinivasan Tridandapani, Arun K. Somani, 

and Upender R. Sandadi 

In the July 1995 issue of this transaction in the above- 
mentioned article, errors were made in the printing of two equa- 
tions. The corrected equations follow: 


