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The purpose of data mining from distributed information systems is usually threefold: (1) identifying locally
significant patterns in individual databases; (2) discovering emerging significant patterns after unifying
distributed databases in a single view; and (3)finding patternswhich follow special relationships across different
data collections. While existing research has significantly advanced the techniques for mining local and global
patterns (the first two goals), very little attempt has beenmade to discover patterns across distributed databases
(the third goal).Moreover, no framework currently exists to support themining of all three types of patterns. This
paper proposes solutions to discover patterns from distributed databases. More specifically, we consider pattern
mining as a query process where the purpose is to discover patterns from distributed databases with patterns'
relationships satisfying user specified query constraints. We argue that existing self-contained mining
frameworks are neither efficient, nor feasible to fulfill the objective, mainly because their pattern pruning is
single-database oriented. To solve the problem, we advocate a cross-database pruning concept and propose a
collaborative pattern (CLAP)mining frameworkwith cross-database pruningmechanisms for distributed pattern
mining. In CLAP, distributed databases collaboratively exchange pattern information between sites so that each
site can leverage information from other sites to gain cross-database pruning. Experimental results show that
CLAP fits a niche position, and demonstrate that CLAP not only outperforms its other peers with significant
runtime performance gains, but also helps find patterns incapable of being discovered by others.
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1. Introduction

Many applications possess data collected from distributed sources
[42,57]. Examples include market basket transaction data from
different branches of a wholesale store, insurance claim data from
different states, patient health records from different hospitals, census
data of different states in one particular year, among many others.
Even for one single database, the temporal or spatial relationships
may also provide multiple views for the underlying data [11,21]. For
example, transaction data [6] collected in a single wholesale store
over different time periods can be regarded as multiple correlated
databases. Census data of a certain state in different years [26], and
patient records of one hospital from different time periods, can also
form a collection of multiple databases. For years, knowledge
discovery and data mining (also referred to as KDD) have demon-
strated themselves to be an effective tool to search for novel and
actionable patterns and relationships in the data [42]. Examples of
patterns of interests include, but are not limited to, classification
models (decision trees or statistical reasoning models) [3,19,45],
clusters [14,18], and association rules [2,4,24,33].

From an association rule mining perspective, past research has
made significant efforts to discover a variety of patterns, such as
frequent item-sets, temporal, spatial, and/or sequential association
rules, closed patterns or sequential patterns. Common challenges in
this area are usually twofold: (1) identifying patterns from a single
(large volume) database [55] or from data with continuous volumes
[35,58] (referred to as local patterns or L-pattern mining in this
paper); and (2) discovering new patterns by unifying multiple
databases into a single view [4,57] (referred to as global or G-pattern
mining in this paper). For distributed databases, a common goal is to
discover G-patterns, which are trivial in local databases, but
significant after multiple databases are unified into a single view.
Collective data mining [31] represents the most typical research work
in the area. A common practice is to act on local databases, and
forward promising local candidates to a central place for synthesizing
[12,50].

For distributed databases, G-patterns are important because they
contain knowledge that is hard, if not impossible, to be realized by
L-patterns [61]. In practice, there is a third type of pattern that may
help discover data relationships acrossmultiple distributed databases.
hts reserved.
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Take a wholesale store with three branches, A, B, and C as an example
where a storemanagerwas organizing data from these three branches
for intelligent data analysis, he/she may easily raise concerns such as:

Q1: What are the patterns frequent in A, B and C? i.e., (A≥α) &
(B≥α) & (C≥α), where α is the threshold in finding frequent
patterns, and A≥α means that a pattern's support value in
database A should be no less than the value α.
Q2: What are the frequent patterns which appear more often in A
than in B, but infrequent in C? i.e., (ANB≥α) & (Cbβ)
Q3: What are the patterns whose support of differences in stores A
and B are greater or equal to the value α? i.e., |A-B|≥α.

The above concerns lead to the problem of finding pattern
relationships across a number of data collections. This problem is
essentially different from local and global pattern mining mainly
because users are interested in neither local significant patterns (i.e.,
L-patterns) nor global significant (i.e., G-patterns). In reality, when
users are exposed to the data collected from multiple databases or
multiple data sources,1 it is natural to refer to a comparative study tool
for knowledge and pattern discovery. In addition, it is often the case
that users know some basic features of the data, such as the date and
time each database was collected, or the region or entity each
database may represent. What remains unclear is the relationship of
the patterns hidden across the multiple data collections. For example,
the store managers may want to find customers' gradually increasing
shopping patterns in a certain period of time, or a microbiologist may
want to find disease patterns along an evolving order. For these
purposes, discovering pattern relationships across multiple databases
(referred to as inter-pattern or I-patternmining in this paper) can be a
very important part of the KDD process.

The above observations motivate the necessity of finding I-
patterns from multiple databases, where patterns need to be
discovered in individual databases and further compared across
different data collections. Although this problem seems easy to solve
by simply mining a “seed” database and then comparing patterns
across all databases, in practice, I-pattern discovery is severely
challenged by the following practical issues: (1) databases may be
physically distributed so that intensive data transmission across sites
should be avoided; (2) due to data privacy or other concerns, data
aggregation for mining should be discouraged; and (3) in order to find
a pattern p's relationships across multiple databases, one has to scan
each database to check p's frequencies with respect to each individual
database. This database scanning process is heavily time-consuming if
the number of patterns for comparison is large. In addition to the
above three issues, if we consider L-, G-, and I-patterns as a whole, we
have to face the challenge of devising a unified framework capable of
finding all three types of patterns in distributed data environments.
Under such circumstances, we believe that the major technique
challenges are fourfold:

• System Framework: How to design a unified data mining frame-
work capable of discovering all three types of patterns?

• Mining Procedures: How to transfer a user's mining query into
actionable mining activities, so that the mining results from
distributed sites can form legitimate answers?

• Data Transmission: What type of information should be exchanged
between distributed sites? Also, how should the information be
exchanged?

• Cross-database Pruning: How to carry out data mining activities by
leveraging information from different sites? In other words, how to
enable cross-database pattern pruning so that messages exchanged
between sites can speed up the mining process?
1 In this paper, multiple databases, multi-databases, and multiple data sources are
interchangeable terms.
This paper reports our recent progress in resolving the above
problems, from both system and algorithm design perspectives. We
consider pattern mining as a query process where the purpose is to
discover patterns satisfying user specified constraints. To achieve
distributed patternmining, we propose a collaborative patternmining
(CLAP) framework with its own unique method to enable cross-
database pruning.

The remainder of the paper is organized as follows. Section 2
reviews existing work in the literature. Section 3 formally defines the
problem and discusses pattern queries for mining. Section 4 provides
an overview of the distributed pattern mining frameworks. Section 5
articulates technical details of the proposed CLAP mining framework.
We report experimental results in Section 6, and conclude in
Section 7.

2. Related work

Mining distributed databases [22,30,38]are a practical issue and a
large amount of research work has significantly advanced the
techniques for distributed classification [3,34,45], clustering [14,18],
OLAP [11,21], frequent patternmining [2,4,12,24], stream datamining
[35,46], and database similarity assessments [32,49]. Presumably,
nearly every major data mining research area has at least one
distributed mining module or algorithm. The main themes of these
research activities share striking similarities in the sense that they all
intend to unify, and/or compare distributed data sources to achieve a
common goal.

From clustering and classification perspectives, the pattern
discovery from distributed databases problem arises of how to train
global models by leveraging information from multiple databases.
This can be achieved by either aggregating data into a single view or
integratingmodels built from single databases [17,36]. Kargupta et. al.
[31] proposed a collective data mining framework with a primary key
to unify all data into a single view. Similar assumptions were also
made for privacy preserving data mining [29,43], cluster ensembling
[18], and kernel based model integration [17] for learning heteroge-
neous data. Yin et. al [53] previously proposed a CrossMiner for
classification from multiple relational databases. Wang et. al. [48]
addressed the problem of reinforcement clustering of multi-type
inter-related objects (e.g. web documents). The problem of frequent
pattern mining for distributed databases has also been well studied
[1,4,12,23,31,33,37,44,50,54,55], where count distribution, data dis-
tribution, and candidate distribution are three basic mechanisms [31].
Along with all research activities, the focus has been primarily on
mining large volume databases or continuous volume data streams
(i.e., mining L-patterns), or unifying patterns discovered from single
databases into new knowledge (i.e., mining G-patterns). Some system
architectures also exist to discover frequent patterns from terabyte-
scale data-sets running on cluster systems [9], by using compressed
data structures (similar to FP-tree [24]) and succinct encoding
methods. Such frameworks and solutions, however, typically limit
their scope to the data volumes but have no mechanism to
comparatively study multiple databases and discover their relation-
ships at pattern levels.

In short, the deficiency of the existing work for distributed
database mining is mainly threefold: (1) they lack general cross-
database pruning mechanisms; (2) they have no effective message
exchanging paradigm but mainly switch patterns in raw formats; and
(3) they are not capable of mining all three types of patterns (L-, G-,
and I-patterns). In comparison, this paper focuses on finding all types
of patterns from distributed databases under a unified mining
framework.

When data involve multiple (distributed/centralized) sources, one
of the most important tasks is to assess the similarity between
databases to discover structural information between databases for
clustering [56] or classification [59]. Parthasarathy [39] and Li [32]
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have previously addressed the problem of database similarity
assessment by comparing association rules from different databases,
e.g. the identical rules discovered by different databases and the
numbers of instances covered by identical rules. The importance of
finding differences between databases has been addressed by many
researchers [5,15,49,52], andmost methods focus on comparing a pair
of databases one at a time. Webb et al. [49] proposed a rule based
method to explore a contrast set between two databases. Xu et al. [51]
proposed to discover comparative opinions between products from
customer reviews. In [52], we proposed methods to evaluate the
conceptual equivalence between two databases. Ji et al. [27] proposed
methods to explore minimal distinguishing subsequence patterns
between two data-sets, where the patterns take the form of “frequent
in database A, but significantly less frequent in database B”, i.e.
{(A≥α) & (B≤β)}. All these methods focus on finding differences (in
terms of data items or patterns) between two data-sets, but they
cannot support complex queries like the ones in the Introduction.
Therefore, this type of work is a sub-set of our framework, and our
goal is to address a broader area of problems in pattern discovery from
distributed databases.

Research in database queries has made significant efforts in
supporting data mining operations [8,28,47,60], with extensions of
the database query languages to support mining tasks, but most
research effort has focused on a single database with relatively simple
query conditions. Two works are closely related to this research: (a)
the complexmining optimization system proposed by Jin and Agrawal
[28]; and (b) our recent work on relational pattern discovery across
multiple databases [60]. In [28], Jin and Agrawal presented an SQL-
based mechanism for mining frequent patterns across multiple
databases, with the objective of optimizing users' queries to find
qualified patterns. The essential difference between work in [28] and
the proposed research is twofold: (1) the efforts in [28] only focus on
enumerating query plans and choosing the one with the least cost.
Instead of optimizing queries our research will propose a distributed
datamining framework to support users' queries to find broader types
of patterns; (2) because of the limitations of their pattern mining
framework (relying on each single database), the solution in [28] can
only answer simple queries like {(Si≥α1) & (Sj≥α2) & (Sk≤β)}, i.e.,
each element of such a query must explicitly specify one single
database and its corresponding threshold value. As a result, their
methods cannot answer complex queries like Queries 2 and 3 in the
Introduction, and therefore its applicability is limited; and (3) the
methods in [28] are only applicable for centralized databases, whereas
we intend to mine patterns from distributed databases. In [60], we
have proposed a solution to discover relational patterns (e.g., I-
patterns) acrossmultiple databases, which requires the aggregation of
all databases at a central place, which is not feasible for distributed
mining scenarios.

In short, although the distributed pattern mining problem has
been extensively addressed in the literature, no framework is
currently available for mining all three types (L-, G-, and I-) of
patterns in distributed scenarios. As the major contribution of this
work, we propose a distributed mining framework and a number of
algorithms to resolve the key challenges, such as cross-database
pruning for distributed mining.
3. Problem definition & query decomposition

Given a number of distributed databases Di, i=1,…, n, each of
which corresponds to an individual site Si, i=1,…, n, we assume that
all distributed sites are able to compute and communicate with
others, and a dedicated master site is provided for users to submit
queries/constraints. The pattern discovery from distributed databases
problem is finding patterns complying with the users' queries without
aggregating data to a central place (e.g., the master site).
A pattern, P, discussed in this paper takes the form as an item-set,
i.e. a set of items satisfying user queries/constraint(s). The support of a
pattern P in a database Di, represents the ratio between the number of
times P appears in Di and the total transactions in Di.

A user's query/constraint specifies the patterns he/she intend to
discover. For example, a user can specify {Si≥α} to indicate that he/she
intends to find patterns from site Siwith all legitimate patterns' support
larger than or equal to the threshold α. Assuming that X and Y denote
two databases, we define the following two types of relationship factors
and four operators to help users confine their queries.

Relationship and set operators:

• X≥α (XNα) indicates that a pattern's support value in X is no less
than α (X is larger than α).

• X≤α (Xbα) indicates that a pattern's support value in X is no larger
than α (X is less than α)

• X ∪ Y indicates a virtual set which is the union of the transactions of
X and Y.

Arithmetic operators:

• X+Y indicates the summation of the support in X and Y
• X−Y indicates the subtraction of the support in Y from the support
in X

• X & Y indicates the operation of X and Y
• X | Y indicates the operation of X or Y
• |X| indicates the absolute support value in X.

A user's query is a combination of the above operators for finding
patterns from distributed databases. More specifically, a query should
involve at least one database and one relationship operator, e.g., {Si≥α}.
Aquerymayalso involvemultiple relationship andarithmetic operators,
which is often the case in reality. Following this process, the mining of
the L-, G-, and I-patterns can be achieved by using different queries. For
instance, the following examples list thequeries for each typeof pattern:

• L-pattern query examples: Q={Si≥α} or Q={Sj≥α}
• G-pattern query example: Q={(Si ∪ Sj)≥α}
• I-pattern query example: Q={Si≥Sj≥α}

Due to limitations of the pattern mining process, a user's query
cannot take arbitrary forms, but has to involve at least one
relationship operator ≥ (or N) with a numerical threshold value
following this operator. For example Q={Si≥Sj≥Sk} is not a valid
query; whereas Q={Si≥Sj≥Sk≥α} is. The reason we require a valid
query is because without a threshold α, it is practically infeasible to
find all patterns satisfying Q={Si≥Sj≥Sk}.

3.1. Query decomposition

A query decomposition process is needed for the following reasons:
(1) from thedataminingperspective, it is often the case thatnot all parts
of the query complywith thedown-closure property [2], i.e., any sub-set
of a frequent item-set is also frequent. For example, the “≤” and “b”

relationship operators normally do not comply with the down closure
property. It is obvious that even if a pattern, say {abc}, in Si, does not
satisfy Si≤β, its super-set, say {abcd}, may still comply with Si≤β.
Therefore,wemust pre-process a user's query and explicitly decompose
it into a set of sub-queries complyingwith thedown closure property, so
that the mining module can use these sub-queries for candidate
pruning; and (2) from a distributed mining perspective, a site may be
involved in only a sub-set of the query. Consequently, we need to
decompose eachuser query into a number of sub-queries, each ofwhich
only involves necessary sites in the mining process. In this sub-section,
we briefly list five properties for query decomposition; other properties
[60] are also available but omitted in the paper.

Property 1. Given a sub-query which contains a relationship operator
“≥” or “N”, if the sub-query has a single database and a threshold value α
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listed as the antecedent and the consequent of the operator “≥” or “N”,
respectively, this sub-query complies with the down closure property.

Proof. This property is based on the Apriori rule [2] in frequent item-
set mining, which states that if a pattern P's support in a database is
less than a given threshold α, then any super-sets of P (the patterns
growing from P) will also have their support less thanα. Therefore, if a
query involves multiple databases, relationship operator “≥” or “N”,
and a single threshold value α, we may decompose this query into a
set of sub-queries with each single database and the threshold valueα
listed as the antecedent and the consequent the relationship operator,
respectively. For example, a query {A≥B≥C≥α} can be decomposed
into three sub-queries (A≥α), (B≥α), and (C≥α), each of which
strictly complies with the Apriori rule. It is obvious that if a pattern P
violates any one of these three sub-queries, there is no way for P, as
well as P's super-sets, to be a qualified pattern.

Property 2. Given a sub-query which contains a relationship operator
“≥” or “N”, if the sub-query has the sum (“+”) of multiple databases and
a threshold value α as the antecedent and the consequent of the
relationship operator “≥” or “N”, respectively, this sub-query complies
with the down closure property.

Proof. Given a pattern P and any of its sub-patterns Q, assuming P's
and Q's supports in A, B and C are p1, p2, p3 and q1, q2, q3 respectively, it
is obvious that q1≥p1, q2≥p2, q3≥p3. If (p1+p2+p3)≥α, then it is
obvious that (q1+q2+q3)≥(p1+p2+p3)≥α. Therefore, the prop-
erty 2 is true. This property states that if a sub-query sums upmultiple
databases and is followed by factors “≥” or “N” and a threshold value
α, then the sub-query strictly follows the down closure property and
can be directly used for pattern pruning.

Property 3. Given a sub-query which contains a relationship operator
“≥” or “N”, if the sub-query has the support difference of two databases,
say (Si–Sj), and a threshold value α listed as the antecedent and the
consequent of the relationship operator “≥” or “N”, respectively, this sub-
query can be further transformed into a sub-query like Si≥α, which still
complies with the down closure property.

Proof. It is obvious that if (A−B)≥α, then A≥(B+α). Since a
pattern's support in a database cannot be negative, we have A≥α.

Property 4. Given a sub-query which contains a relationship operator
“≥” or “N”, if the sub-query has the absolute support difference of two
databases, say |Si–Sj|, and a threshold valueα listed as antecedent and the
consequent of the relationship operator “≥” or “N”, respectively, this
query can be transformed into a sub-query like {(Si≥α) | (Sj≥α)}, which
still complies with the down closure property.

Proof. It is obvious that if |A−B|≥α, then we have (A−B)≥α or (A−
B)≤−α,whichare equivalent to the inequationsA≥(B+α) orB≥(A+
α), i.e. {(A≥α) | (B≥α)}. For any pattern P, if its supports in A and B are
both less than α, there is no way for P's super-set to have a higher
support than α. Therefore, the pattern P still complies with the down
closure property.

Property 5. A sub-query containing relationship factors “≤” or
“b”complies with the down closure property.

Proof. It is obvious that even if a pattern, say P1={abc} in a database Si,
does not satisfy Si≤β, its super-set, say P2={abcd}, may still comply
with Si≤β. Therefore, any pattern that does not satisfy query Si≤β
cannot be pruned out, because it can later grow into a longer length
pattern, which eventually will satisfy the query constraint (Si≤β).

In our design, a query is decomposed at the master site based on
the above properties. The decomposed sub-queries (which comply
with the down-closure property) are placed into Down Closure (DC)
sub-sets and are further dispatched to distributed sites. The original
query is also kept to validate patterns at the final stage.

4. Pattern mining frameworks

From a system perspective, the problem of distributed mining (for
L-, G-, and I-pattern discovery) can be solved by three frameworks:
(1) SeQuentiaL Pattern mining (SQLP); (2) PAralleL Pattern mining
(PALP); and (3) CoLlAborative Pattern mining (CLAP). The conceptual
views of the three frameworks are shown in Fig. 1, where a master
node collects user queries and collects mining results from distributed
databases DB1, DB2,…, DBn.

In Fig. 1, SQLP and PALP are self-contained mining frameworks,
because mining is essentially carried out in individual sites without
involvingdata fromother sources. For SQLP, patternmining is initialized
at a seed database (i.e., DB1 in Fig. 1(a)) with results passed on to the
second database for verification. The above process repeats until
patterns are verified by all databases involved in thequery. For example,
to answer Q2={(ANB≥α) & (Cbβ)} in Section 1, SQLPmay start from
database A to find frequent patterns satisfying {ANα}, and then pass on
patterns todatabaseB tofindpatterns satisfying {ANB}. Anypatternsnot
satisfying the query will be pruned out immediately.

Instead of mining and verifying patterns in a sequential way, PALP
carries out the mining of individual databases in parallel, and collects
all patterns in a central location to find the ones satisfying the user
queries. In Fig. 1(b), the mining is initiated in all databases, and the
answers are forwarded to the master site for validity check. For
example, to answer Q2={(ANB≥α) & (Cbβ)} in Section 1, PALP
concurrently discovers patterns from each single database (A and B),
and then collects all patterns to find those that are qualified. One
should be aware that it is technically not feasible tofindpatternswhich
satisfy {Cbβ} by using database C alone, because no deterministic
pruning rules will hold and one has to list all the candidates, if he/she
intends to do so. Therefore, PALPwill concurrentlymine patterns from
A and B, and then pass on the patterns to C for verification.

For both SQLP and PALP, the pattern mining process (candidate
generation and pruning) is carried out at each single site. The inherent
disadvantage of such self-containedmining frameworks is that pattern
generation and pruning are essentially single-database-oriented and
inefficient for distributed mining. Taking a simple query like Q=
{(Si≥α)& (Sj≥α)} as an example, for smallα values, a large number of
patterns may satisfy either Si≥α or Sj≥α, but very few of them satisfy
(Si≥α) & (Sj≥α). Consequently, a pruning process utilizing informa-
tion from Si and Sj is much more efficient than mining Si and Sj alone.

Different from self-contained mining where sites are independent
of each other and the mining process is limited to the local data, joint
mining intends to let distributed databases collaborate with each
other for pattern discovery. Ideally, a joint mining framework should
meet the following three criteria for pattern discovery: (1) being able
to unify distributed databases for cross-database pattern pruning;
(2) being able to answer complex queries for mining all three types of
(L-, G-, and I-) patterns; and (3) being able to scale up to large volume
databases with limited bandwidth consumption and no source data
sharing.

Fig. 1(c) proposes a framework, CLAP, which carries out mining
activities in a “joint” manner. CLAP allows the distributed sites to
communicate with each other and exchangemessages, so themining is
carried out at distributed sites without any data integration. The cross-
database pattern pruning is achieved by using messages exchanged
between sites.

Several concerns remain regarding the efficiency of the proposed
collective and collaborative mining frameworks:

• What type of information should be exchanged between sites for
effective mining and data privacy protection?
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• How to exchange messages between sites for effective transmission
and mining?

• How to utilize information from other sites to fulfill cross-database
pattern pruning and mining?

This paper proposes to rely on the exchanging of pattern filters
between distributed sites for cross database pruning. More specifically,
the distributed sites will exchange the complete set of length-l patterns
with other sites for cross database pruning, so each site can immediately
prune out candidates which do not satisfy the query. Because exchanging
patterns and checking pattern existences in a database are time-
consuming, we will employ bloom filters to accelerate the whole mining
process.

5. Clap: Collaborative pattern mining

Collaborative pattern mining advocates pattern discovery in a
distributed manner with each distributed site carrying out pattern
pruning in collaboration with its peers, by employing the Bloom Filter
(BF) [7,10,13,16,20] based pattern switching mechanism. In following
sub-sections,wefirst briefly introduce thebloomfilter and itspotential for
distributedmining. In Section5.2we introduceadepth-limitedFP-growth
process which utilizes bloom filters to achieve cross-database pruning.
The collaborative pattern mining framework is introduced in Section 5.3.

5.1. Bloom filters for distributed mining

A bloom filter (BF) is a space efficient data structure, which
consists of k hash functions, H1(⋅), H2(⋅), …, Hk(⋅), and an m bits
binary array. The strength of a BF tests whether a given element is a
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Fig. 2. Bloom filter architecture.
member of a set in a very effective way [7,16,20]. Fig. 2 shows given
elements x1, x2,…, xn, each of which is hashed by k hash functions to k
locations of them-bits array. The m-bits array is initially set to 0, but a
bit j of the array is flipped to 1, if any hash functionmaps a pattern xi to
the jth location. Following the above procedure, one can add all n
patterns x1, x2, …, xn into the bloom filter. To check whether a pattern
xt exists in a bloom filter or not, one can use all k hash functions tomap
xt to k positions. If any of the k positions is 0, xt does not exist in the
bloom filter. If all k bits are 1, we conclude that xt exists in the bloom
filter with regard to a false positive rate (the bits may be set to 1
during the insertion of other patterns rather than xt).

Assume the size of the bloom filter array is m bits, the probability
that a certain bit is not set to one by a certain hash function h(⋅)
during the insertion of an element is

1− 1
m

ð1Þ

Given k hash functions h1(⋅), h2(⋅),..,hk(⋅), the probability that a
certain bit is not set to one by any of the k hash functions is given
below

1− 1
m

� �k

ð2Þ

Because the insertion of each element is independent, after
inserting n elements to the bloom filter, the probability that a certain
bit is set to 1 is given in Eq. (3)

1− 1− 1
m

� �nk

ð3Þ

Assume an element xwas not inserted into the bloom filter earlier,
a false positive happens only if all of the k hash positions of x are set to
1. This is equivalent to the probability shown in Eq. (4), which asserts
that the false positive rate of a bloom filter decreases as the filter size
(m value) increases, and increases as the number of inserted items (n
value) increase.

1− 1− 1
m

� �nk
 !k

≈ 1−e−kn=m
� �k ð4Þ

Assume two sites Si and Sj are carrying out pattern mining to
discover patterns frequent in both Si and Sj, bloom filters can help both
sites achieve cross-database pruning by switching their bloom filters
BFi and BFj (each contains patterns frequent at one site). The



Fig. 3. Depth-Limited FP-growth process.

Fig. 4. Collaborative pattern mining framework.
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employment of the bloom filters has a number of advantages. First, a
bloom filter is fast for membership checks. Assume site Si has the
bloom filter BFj from Sj, Si can query BFj, with O(1) time complexity, to
check whether a pattern exists in Sj or not. Secondly, a bloom filter is
space efficient. Exchanging bloom filters between sites is much more
efficient than exchanging patterns between sites. Thirdly, a bloom
filter's false negative value is zero. In other words, if Si queries BFj and
finds that a pattern x does not exist in BFj, then x is indeed not frequent
in Sj. As a result, Si may safely remove x. So the cross-database pattern
pruning can be achieved.

5.2. Depth-limited pattern growth for cross-database pruning

By using bloom filters, a naive cross-database pruning approach,
following the Apriori principle [2], can be implemented as follows:

1. Given a site Si, use the Apriori mining approach to generate a
complete set of length-l patterns.

2. Use frequent length-l patterns in site Si to construct a bloom filter
(BFi-l), and broadcast BFi-l to other sites.

3. After site Si receives the bloom filters BFj-l from other sites, it can
query BFj-l and prune out length-l patterns in Si and then grow
length-(l+1) patterns.

4. Set l← l+1 and repeat Steps 2 to 4 until no more frequent patterns
can be discovered from any sites.

The main disadvantage of the above cross-database pruning
approach is that it critically relies on the Apriori principle, where
repetitive database scanning is heavily time-consuming and will
significantly slow down the mining process. In this sub-section, we
propose a new depth-limited FP-growth (DLFP-growth) which
combines the strength of the bloom filter and FP-growth for
distributed sites to achieve cross-database pruning.

Intuitively, although FP-growth is effective for patternmining, it is,
however, unsuitable for cross-database pruning. This is because FP-
growth is a depth-first recursive process which starts from an item “a”
and discovers all patterns related to “a” before it moves on to the next
item “b”. Such a depth-first approach makes the collection of the
complete set of length-l patterns unavailable until the whole
algorithm ceases. In other words, we cannot collect all length-l
patterns from site Si and distribute them to other sites until the whole
mining process at Si stops (then pattern switching between sites
becomes meaningless). Alternatively, we can forbid the recursive FP-
growth process from going deeper once the length of the pattern
reaches a limit l, then force FP-growth to turn to the next items and
continue to discover the complete set of length-l patterns (i.e., turn
the depth-first search into a depth-limited approach).

The depth-limited FP-growth (DLFP-growth), as shown in Fig. 3,
takes four parameters, an FP tree, a base set BS, a length constraint l,
and a set of bloom filters, if they exist, BF[], as input. On Step 1, DLFP-
Growth will terminate and stop growing the pattern longer if the
length of the pattern (enclosed in the BS) reaches the length l.

In Step 2, the pattern growth will be carried out for each item xi of
the given FP tree. This process utilizes the bloom filters collected from
distributed sites for cross-database pruning. Given a base set BS and
item xi, the new pattern ϑ for growth is the concatenation of BS and xi,
as shown in Step 2.a. Instead of directly building an FP tree for xi,
which is a relatively expensive process, we can query bloom filters BF
[] and prune out xi if any sub-sets ofϑ do not exist in BF[]. For example,
assume BS={abd} and xi=g, then the pattern under growth is ϑ=
{abdg}. Assume a bloom filter in BF[], denoted by BFj-3, contains
length-3 patterns from site Sj. We query any length-3 sub-sets of ϑ,
such as ϑ1={bdg}, from BFj-3. If ϑ1 does not exist in BFj-3, we can
safely prune out xi=g without growing an FP tree for xi because
pattern ϑ is not frequent in the distributed sites Sj, so there is no need
to grow it in the local site Si.
It is worth noting that the DLFP-growth process can be easily
adjusted to fit different situations through the tuning of the
parameters l and BF[]. For example, if we set l=−1 and BF[]=null,
then DLFP-growth degenerates as the traditional FP-growth. On the
other hand, setting l to any values greater than 0 with BF[]=null, one
can collect all length-l patterns without utilizing any bloom filters
from other sites. In the next sub-section, we will articulate technical
details of using DLFP-growth for collaborative pattern mining from
distributed databases.
5.3. Collaborative pattern mining with DLFP-growth

In Fig. 4, we list major steps for a site to carry out collaborative
pattern mining using length constrained FP-Growth, where cross-
database pruning is achieved through the following threemajor steps:



Table 1
A simple comparison between three distributed mining frameworks. “+” indicates that
a framework is positive with respect to the assessment criterion, “−” means negative,
“~” represents partially positive (i.e., a frameworkmay partially meet the criterion), and
“∕” means the criterion is meaningless for that particular framework.

Assessment criteria SQLP PALP CLAP

Mining L-patterns? + + +
Mining G-patterns? − − +
Mining I-patterns? ~ ~ +
Distributed mining activities? + + +
Cross-database pruning? − − +
Distributed data structure? + + +
Low memory consumption? + ~ +
Limited # of DB scanning? − + +
Data privacy concerns? + + +
Effective message switching? − ∕ +
Parallel mining activities? − + +

2 For given m and n values, the hash function number (k) that minimizes the
probability of the false positives is about k=0.7×(m/n).
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• A local site Si generates the complete set of length-l frequent
patterns by calling DLFP-growth. (Step 3)

• Site Si constructs a bloom filter, BFi_l, by using length-l frequent
patterns discovered at Step 3, and sends BFi_l to distributed sites.
(Steps 4, 8, and 9)

• Site Si carries out pattern growth with cross-database pruning, by
using BF_l[] collected from other sites. (Steps 12, 13, and 14)

The framework in Fig. 4 is essentially an asynchronous distributed
mining module, which means that each distributed site can work
independently without synchronizing with any other sites. For any
site Si, a sub-query SQ is accepted from themaster site as an input, and
then the sites relevant to the sub-query SQ are determined (Step 5).
After that, Si will send a request to each of the relevant sites and ask
them to send a bloom filter containing length-l patterns to Si. The
mining process then runs into an event driving loop between Steps 7
and 17. More specifically, if site Si receives a request from site Sj, which
is asking for length-l patterns, Si will immediately send BFi_l to Sj as
shown in Steps 8 and 9. If a site Sj responds to Si's request at Step 6, Si
will collect the bloom filter from Sj and include it with the bloom filter
arrays BF[]. Under any other circumstances, Si will continuously grow
patterns by using the bloom filters collected from other sites (Steps 12
to 15).

After each site completes the mining process, the results (patterns
and their actual support values) are delivered to the master site,
which will further verify and finalize valid patterns. For example, for a
query like Q={(Si≥Sj≥α) and Sk≤β}, the master site needs to collect
patterns satisfying (Si≥Sj≥α) and then deliver the pattern to Sk to
finalize those with their support values less or equal to β.

Alert readers may have noticed that a large portion of length-l
patterns discovered at Step 3 will be re-discovered at Step 13. This
raises a concern regarding the extra cost involved at Step 3, especially
if this step takes a significant amount of system runtime. In Section 6.2,
we will show that when using small l values (e.g., l=2 or 3), Step 3
only costs 1–2% (or less) of the runtime compared to the FP-Growth
without length constraints. Given that the goal of Step 3 is to enable
the cross-database pruning, the extra cost added to this step is of little
concern.

Notice that a bloom filter cannot encode support values of the
patterns, indicating that CLAP may not directly answer a summation
based query like Q={(Si+Sj)≥α} because, without knowing the
support values of a pattern p in both Si and Sj, we cannot determine
whether p (along with its successors) can satisfy the query Q={(Si+
Sj)≥α}. In addition, even if a pattern p's support in Si is 0, it may have
the summation Si+Sj greater than α, which makes p a legitimate
pattern with regard to the query Q (but mining patterns satisfying
Q={Si≥0} are technically infeasible). CLAP solves this problem by
repetitively exchanging length-1, length-2 and length-3 item-sets
between sites to collect a reasonable set of length-3 patterns from
which the pattern growth becomes possible. More specifically, given
query Q={(Si+Sj)≥α}, we first collect length-1 item-sets and their
support values for both Si and Sj, and we exchange item-sets and their
values between Si and Sj, so each site knows exactly the support values
of each item in the other site. According to Property 2 in Section 3, any
item with its support value (Si+Sj)bα cannot grow patterns
satisfying Q={(Si+Sj)≥α}. As a result, sites Si and Sj can prune out
length-1 item-sets, and grow and exchange length-2 item-sets
between each other. The above process involves a heavy communi-
cation cost, so we repeat this process for only a limited number of
times (l=3 in our experiments), then we let Si and Sj independently
grow without further communication.

5.4. Distributed pattern mining framework comparisons

In Table 1, we briefly summarize the strength and weakness of the
three distributed mining frameworks (SQLP, PALP, and CLAP), from
system design, functionalities, and data privacy perspectives. The
detailed performance comparisons are reported in Section 6. Between
all three frameworks, CLAP is the only one with cross-database
pruning that is capable of mining all three (L-, G-, and I-) types of
patterns.

From a message exchanging perspective, CLAP and SQLP are the
only two frameworks requiring message switching between sites
(excluding the master site). Comparing CLAP and SQLP, CLAP employs
the bloom filter for message switching, whereas SQLP directly passes
on the original patterns from one database to another. As a result,
CLAP is much more efficient in terms of message switching.

6. Experiments

6.1. Experimental settings

6.1.1. Methods
For comparison purposes, we implement all three frameworks

discussed in Section 4. All programs are written in C++ (Borland C++
Builder 6.0). For CLAP, we use open bloom filter [40] as the basis and
implement our own bloom filter. In the experiments, the size of the
bloom filter (m) is selected so that the ratio between the filter size (m)
and the itemnumber (n) is 8, and the number of hash functions is set to
k=5,2 which gives a theoretical false positive rate of about 2.14%. For
SQLP and PALP, each site uses an FP tree to achieve maximal mining
speeds (we implement the FP tree using an STL-like C++ tree class
[41]).

6.1.2. Data
Our test-bed, listed in Table 1, consists of two groups of synthetic

data-sets generated from an IBM quest data generator [25]. The
explanation of the data description used in Table 2 is as follows.
T1000k.N10kS1kL20 means a database with one million transactions,
10,000 unique items (N), and 1000 significant patterns (S), where the
average length of the maximum length pattern is 20 (L) (L20+19
means the combinations of setting L to 20 and 19;more details follow).

The two groups in Table 2 simulate “strong dense (SD)” and “weak
sparse (WS)” distributed databases. More specifically, “dense vs.
sparse” means the number of unique items in the database, and a
dense database has a smaller number of unique items compared to a
sparse database; “strong vs. weak” indicates the similarity or
correlations between databases, where “strong” means that distrib-
uted databases have high similarities and strong correlations with
each other. In Table 3, we report the pair-wise similarities of the WS
and SD databases, where each similarity value between row (Dr) and
column databases (Dc) is given in Eq. (5). In short, for a specific



Table 4
Query plan description.

Query Query constraints

Q1 (L-pattern) {(S1| S2| S3| S4)≥α|}
Q2 (G-pattern) {(S1∪ S2∪ S3)≥α}
Q3 (I-pattern) {(S1+S2)≥α & (S3≤S4≤β)}
Q4 (I-pattern) {S1≥S2≥S3≥S4≥α}
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Table 2
Benchmark database characteristics.

Database Database description

Strong dense databases SD1 T1000k.N1kS1000L20
SD2 T500k.N1kS1000L20
SD3 T250k.N1kS1000 L20
SD4 T125k.N1kS1000 L20

Weak sparse databases WS1 T1000k.N10kS1000 L20+20
WS2 T500k.N10kS1000 L20+19
WS3 T250k.N10kS1000 L20+18
WS4 T125k.N10kS1000 L20+17
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support value α, the pair-wise similarity between Dr and Dc in Eq. (5)
is calculated as the percentage of the number of rules discovered
by both Dc and Dr, in comparison with the total number of
rules discovered by Dr. The pair-wise similarity is asymmetric so
DBα(r,c)≠DBα(c,r). For the IBM quest data generator, the L value will
determine the pattern distributions. Varying the L valueswill generate
databases with very little correlation (whereas fixing the L value will
output strongly correlated databases). Therefore, in our experiments,
the WS databases are generated by a mixture of two L values.

The values in Tables 3 show that SD databases have very high
similarity, e.g., almost all rules discovered in SD4 are discovered by SD1

as well, whereas a very small percentage of rules in the WS databases
are identical to each other.

DBα r; cð Þ = jDr∩Dc j
jDr j

ð5Þ

6.1.3. Measures
The experiments select a number of queries (listed in Table 4) as

benchmarks which are provided to a dedicated master site. The
queries are further decomposed into a number of sub-queries and are
dispatched to corresponding sites if necessary. Although it is possible
to re-use previously discovered results to answer a query (e.g., results
from {Si≥0.5%} can be re-used by query {Si≥0.8%}), for fairness of the
comparison, all queries are answered by reinitializing the whole
mining process. All algorithms are compared based on their runtime
performances and/or the size of messages exchanged between sites.
The runtime of the systems crucially relies on the underlying queries.
For an objective assessment, we define four queries, as shown in
Table 4, and will demonstrate the average system runtime perfor-
mances to answer these queries.

The performance of CLAP relies on two important factors: (1) depth-
limited pattern growth for cross-database pruning; and (2) bloom filter
based message exchanging between sites. The following sections study
CLAP in detail. A comparative study across all three frameworks
(including SQLP and PALP) is reported in Sections 6.4.

6.2. Depth limited pattern growth results

As shown in Fig. 4, the cross-database pruning of CLAP relies on the
exchange of the length-l patterns between sites. This raises an
important issue of finding the proper l value for DLFP-growth to find
the complete set of length-l patterns (Step 3 in Fig. 4). Practically,
Table 3
Pair-wise database similarities (α=0.5%).

(a) Strong dense databases (b) Weak sparse databases

DB SD1 SD2 SD3 SD4 DB WS1 WS2 WS3 WS4

SD1 1.0 0.91 0.98 0.22 WS1 1.0 0.04 0.04 0.03
SD2 0.97 1.0 0.96 0.21 WS2 0.02 1.0 0.02 0.02
SD3 0.91 0.84 1.0 0.19 WS3 0.01 0.01 1.0 0.01
SD4 0.99 0.92 0.90 1.0 WS4 0.02 0.02 0.02 1.0
although exchanging length-l patterns between sites can enable
cross-database pruning, the process of finding the complete set of
length-l patterns adds extra cost to individual sites. So l values must
be properly determined to ensure balanced performance gains.

In Fig. 5, we report the ratios between the runtimes of DLFP-
growth with different l values and DLFP-growth without any length
constraint, as defined in Eq. (6), which shows the extra cost of CLAP in
finding the complete set of length-l patterns (compared to the total
mining cost for each individual site).

r = DLFP FP tree;null; l;nullð Þ=DLFP FP tree; null;−1;nullð Þ ð6Þ

The results in Fig. 5 indicate that for both databases (SD1,WS1), the
major cost of the FP-growth is the discovery of medium size patterns.
For example, for SD1 the cost of finding all length-3 (and length-2)
patterns by DLFP is only 3.7% of the cost of finding all frequent
patterns, whereas finding all length-10 (and shorter) patterns takes
about 53% of system runtime. This is easy to understand because
when l is small, the number of length-l item-sets is only a small
portion of the candidate patterns evaluated by the system. Similarly,
only a very small portion of patterns in the database have a long
length, and the majority of patterns (or candidates) are medium
length, which explains why two curves in Fig. 5 are sigmoid in shape.

In order to study the impact of the length-l patterns for cross-
database pruning, we choose databases WS1 and WS2 and run CLAP
mining at WS1 by using bloom filters from WS2 with different lengths
of patterns, i.e. BF2_l (l=2,3,..6). If mining were carried out on WS1
alone without using any bloom filters from WS2, it takes WS1 21.31 s
for tree pruning and eventually outputs 49,660 patterns. The pruning
efficiency in this case is 0%. By including bloom filters from WS2 to
assist cross-database pruning, as shown in Fig. 6, we can find that
CLAP significantly improves its mining efficiency. For example, when
including a length-2 pattern bloom filter (BF2_2), the tree pruning
time for WS1 is reduced to 2.47 s, and the total runtime (including
bloom filter construction) is about 21% of the stand-alone pruning
time of WS1. As pattern length l grows, the time percentage will
gradually increase, mainly because mining of the complete set of
length-l patterns demands more time (Fig. 6) and the cross-database
pruning at WS1 will have to validate more candidates.
0.03 0.04 0.04 0.06
0.10

0.17

0.26

0.00 0.00
0.01 0.03

0.06
0.11

0.20

0.32

0

0.2

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Pattern length

R
un

tim

Fig. 5. System runtime for finding different length-l patterns. The x-axis denotes the
pattern length l, and the y-axis denotes the percentages of the system runtimes
between finding all patterns with length less or equal to l and finding all patterns
(α=0.7%).



2.47 2.29

3.39

5.23

9.14

2.18 2.34
2.73

3.39

5.17

0.22 0.22

0.29

0.40

0.67

0.999053564 0.992468788 0.979842932
0.947805075

0.877607733

0
1
2
3
4
5
6
7
8
9

10

2 3 4 5 6

BF pattern length

Sy
st

em
 p

ru
ni

ng
 ti

m
e 

(s
)

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Pr
un

in
g 

ef
fi

ci
en

cy

WS1 Pruning Time BF Construction Time
Time Percentage Pruning Efficiency
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Interestingly, the results in Fig. 6 show that, although CLAP's cross-
database pruning efficiency remains relatively stable for different l
values, overall the larger the l values, the less effectively CLAP prunes
out irrelevant patterns.We believe that this is mainly because length-l
patterns can only help prune length-(l+1) patterns, but not length-
(l-1) patterns. As the length l grows, patterns with length less than l
become a significant portion of the pattern space, but they are not
pruned by CLAP. Considering the above factors we set length l to 3 in
our experiments.
6.3. Bloom filters based inter-sites message exchanging results

Table 5 reports the results of bloom filters built from SD1 with
respect to different threshold values α (the results from other
databases are more or less similar to the results in Table 5), where the
actual False Positive (FP) rate (the last column) was collected by an
average of 10,000 random queries. The results in Table 4 assert that
the construction and query of the bloom filters are very efficient, and
the bloom filter construction time is only a tiny portion of the tree
pruning time. The query time of the bloom filters, which is
independent of the filter size, is also efficient and can be achieved in
0.05 s for 10,000 queries. The sizes of the bloom filters are typically
several hundred kilo-bytes or less, even for a very small support value
(e.g., α≤0.1%). Consequently, the exchanging (delivering) of the
bloom filters between sites incurs very little extra cost.

In short, the observations in this sub-section conclude that the
collection of the complete set of length-l patterns and the construc-
tion of the bloom filters add little extra cost to the system. As a result,
the employment of the depth-limited pattern growth and bloom
Table 5
The results of bloom filters for message exchanging between sites (l=3) (SD1

database).

Support
α (%)

# of
patterns

BF size
(K bytes)

BF const.
time (s)

BF query time
(s/10,000)

Actual FP
rate (%)

0.5 23,668 24 0.20 0.051 2.13
0.4 51,955 51 0.48 0.050 2.30
0.3 97,094 95 0.89 0.039 2.34
0.2 175,433 172 1.64 0.040 2.10
0.1 419,898 410 3.98 0.047 2.09
filters ensures CLAP can effectively carry out cross-database pruning
in a distributed manner.

6.4. Comparative studies

Figs. 7 and 8 report the system runtime comparisons across all
three frameworks (SQLP, PALP, and CLAP) in answering an I-pattern
(query Q4) listed in Table 4. The results are collected with respect to
different support values (α). The general setting of the experiments
are as follows. For SQLP, mining is invoked at site S1, with the results
sequentially passed on to sites S2, S3, and S4 for validation. For PALP,
mining is invoked at all sites simultaneously, and the master site
collects and finalizes the patterns satisfying the query (both SQLP and
PALP use an FP tree to gain maximum speed). For CLAP, each site uses
l=3, m/n=8, and k=5 for depth-limited pattern growth and bloom
filter construction. For comparison purposes, we decompose the
system runtime of each framework into a number of major
components, and report the decomposed runtime in Tables 6.1 to
6.3 to enable the detailed study and comparison of the three
frameworks

Between the three frameworks SQLP has the smallest overhead for
large support values (e.g., α≥1%) because it initiates mining at a seed
site and sequentially passes on the mining results to other databases
for verification. For large α values, only a very limited number of
patterns are discovered from the seed site, so SQLP is quite efficient in
answering this type of query. The results in Figs. 7 and 8 support the
hypothesis and show that when the value of α is around 1.0%, the
runtime performance of all three frameworks are close to each other.

For self-contained mining frameworks, when support values α
decrease, the performance of both SQLP and PALP deteriorates
dramatically for two reasons. First, the mining activities of SQLP and
PALP are single database oriented and as the support value decreases,
pruning of the individual FP tree becomes ineffective and time
consuming. Secondly, as the support value decreases, the number of
patterns satisfying Si≥α for each site Si increases exponentially. For
SQLP, each pattern needs to be forwarded to other databases for
verification. Increasing of the pattern numbers adds significant
complexity for database scanning, even if we ignore the FP tree
pruning cost. Taking the result in Table 6.2 as an example, when
α=0.5%, the number of patterns generated fromWS1 is 49,660 are all
needed for forwarding and verification by WS2 (with over 1700 s
scanning cost3). In the same setting, the dense database DS1 generate
more than six million rules requiring verification by DS2 (this analysis
explains why SQLP runs forever on DS databases for α≤0.5%). For
PALP, all sites forward their patterns to themaster site for verification,
3 Database scanning is an expensive procedure. Our current implementation (using
hash functions) can check about 30 patterns' frequencies over a 500 k transaction
database in one second (the actual performance varies depending on pattern and
transaction lengths).
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Table 6.2
System runtime decomposition for SQLP, PALP, and CLAP to answer query Q4=
{S1≥S2≥S3≥S4≥0.5%} in Table 4.
Runtime decomposition for PALP. The system runtime mainly consists of: (1) the
maximum FP tree mining from S1, S2, S3, and S4; and (2) pattern comparison at the
master site.

Databases S1 S2 S3 S4 Master System runtime

WS Seconds 431.43 194.81 190.35 39.92 100.40 531.83
# Rules 49,660 75,651 225,415 17,819 368,545

SD Seconds 3528.3 1356.4 719.6 393.8 1744.0 5283.39
# Rules 5582 k 6230 k 6137 k 4836 k 22785 k
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creating a huge burden for the master site to compare and verify the
patterns. In our implementation, the master site builds a bloom filter
for patterns discovered from each site, so PALP avoids clause-level
rule comparison and saves a tremendous amount of runtime, but it is
still time consuming when the number of patterns is large.

Because of these reasons, the performance of both SQLP and PALP
are inefficient when the support value α is 0.5% or smaller.

CLAP, although it is subject to overheads for pattern switching
between sites, provides significantly better overall performance of the
joint mining framework than self-contained mining frameworks. For
relatively smallα values (e.g., 0.5%≤α≤1.0%), CLAP linearly responds
to the support value when answering the query.

CLAP's system runtimemainly consists of two parts: (1) the FP tree
and bloom filter construction for each local site; and (2) CLAP cross-
database pruning and pattern growth. As shown in Table 6.3, by
switching bloom filters across sites, CLAP receives very significant
performance gains for both SD and WS databases. Intuitively, CLAP is
superior to PALP because it does not need to build a centralized data
structure for cross-database pruning. In addition, because the mining
activities of the distributed sites are collaboratively carried out in
parallel, CLAP is superior to PALP on SD databases. Altogether, CLAP
provides the best performance for both SD and WS databases.

Table 7 reports the system runtime for answering the first three
queries of Table 4, confirming that CLAP provides the best perfor-
mance for mining all three types (L-, G-, and I-) of patterns. One
interesting finding is that CLAP is not only effective for I-pattern
discovery, but is also effective for L-pattern mining (e.g. Q1). This is
because the bloom filter (which contains length-l patterns) built for
each local site can be re-used during the local pattern growing
process. For example, assumewe have a bloom filter BF_3 for the local
site S1 and a base set BS={abd}. When growing a pattern ϑ=BS∪g=
{abdg} by using DLFP-Growth in Fig. 3, we can query and check
whether a length-3 sub-set of ϑ, say {bdg}, exists in the BF_3 or not.
According to the Apriori rule, we can stop growing ϑ if {bdg} does not
Table 6.1
System runtime decomposition for SQLP, PALP, and CLAP to answer query Q4=
{S1≥S2≥S3≥S4≥0.5%} in Table 4.
Runtime decomposition for SQLP. The system runtime mainly consists of: (1) FP tree
mining at the seed site S1; and (2) database scanning for S2, S3, and S4.

Databases S1 S2 S3 S4 System runtime

WS Seconds 431.43 1758.32 8.79 5.36 2209.7
# Rules 49,660 378 37 36

SD Seconds 3528.3 185687§ 19542.2 1031.1 209788.8
# Rules 5582 k 1097 k 106 k 32881

§Time estimated based on the average pattern search speed.
exist in BF_3 and, therefore, speed up the pruning process. Traditional
FP-Growth, however, does not have all length-3 patterns (due to its
recursive pruning nature), and has to continuously grow ϑ. In our
experiment, when α=0.7% the tree pruning time for FP1 is 694.15 s
(SD1 database), whereas, by using a local BF_3 bloom filter, CLAP's
pruning time is 271.46 s (in addition to 6 s for length-3 pattern
discovery and BF_3 bloom filter construction), which is about a 40%
runtime reduction!

Table 8 summarizes the overall performance of three frameworks
for different databases and threshold values. The simple summary
concludes that CLAP is suitable for any types of data and parameter
settings. PALP is mostly effective if the support values are large, but
deteriorates significantly for small support values (due to its self-
contained mining nature). SQLP is the least attractive choice for
mining distributed databases,
7. Conclusions

In this paper, we advocated that the essential goal for distributed
pattern mining, from an association rule mining perspective, is to
discover local, global, and inter patterns (namely L-, G-, and I-
patterns). We argued that existing research mainly focuses on L- and
G-pattern discovery, and has left I-pattern mining inadequately
addressed, where single database oriented pattern pruning is
essentially ineffective. More importantly, no existing framework is
able to support the mining of all three types of patterns. We therefore
proposed a distributed mining framework, namely collaborative
pattern mining (CLAP), which is fully distributed with capability for
cross-database pruning. The CLAP distributed mining framework has
very little privacy concerns and requires low computational costs and
memory consumption. Experimental comparisons demonstrated that
CLAP significantly outperforms other simple methods.

The problem addressed in this paper mainly focuses on frequent
item-set mining. However, the distributed mining framework and the
cross-database pruning principles can be extended to handle other
patterns, such as constrained frequent item-sets, closed frequent
patterns, and sequential patterns.
Table 6.3
System runtime decomposition for SQLP, PALP, and CLAP to answer query Q4=
{S1≥S2≥S3≥S4≥0.5%} in Table 4.
Runtime decomposition for CLAP. The system runtime mainly consists of: (1)
constructing bloom filters containing length-l patterns for each site; and (2) the
maximum collaborative mining time on a site. (l=3).

Databases BF1_l BF2_l BF3_l BF4_l CLAP(S1) System
runtime

WS Seconds 405.94 164.29 87.84 30.93 5.84 411.78
# Rules 958 2308 2829 1831 141

SD Seconds 51.08 26.21 14.28 7.95 448.43 499.51
# Rules 30181 29493 30147 30301 40721



Table 7
Query runtime comparison on Q1, Q2, and Q3 in Table 4 (α=0.5%, β=0.01%), a dash line
indicates that a specific method is not capable of answering the query.

Frameworks WS SD

Q1 Q2 Q3 Q1 Q2 Q3

SQLP 859.52 – – 6030.17 – –

PALP 435.21 – – 3531.30 – –

CLAP 407.24 478.53 778.69 706.32 3604.02 4339.11

Table 8
The niche of the three mining frameworks. “+”, “−”, and “~” denotes that the
framework in a specific row is effective, ineffective, or partially effective for conditions
listed in the corresponding column.

Frameworks Strong dense databases Weak sparse databases

Small α Large α Small α Large α

SQLP − ~ − ~
PALP − + − +
CLAP + + + +
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