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Abstract

In most existing localized topology control protocols for
mobile ad hoc networks (MANETs), each node selects a few
logical neighborsbased on location information, and uses a
small transmission range to cover those logical neighbors.
Transmission range reduction conserves energy and band-
width consumption, while still maintaining the network con-
nectivity. However, the majority of these approaches as-
sume a static network without mobility. In a mobile en-
vironment, however, network connectivity can be compro-
mised by two types of “bad” location information:incon-
sistent information, which makes a node select too few log-
ical neighbors, andoutdated information, which makes a
node use a too small transmission range. In this paper, we
first demonstrate the existing problems, and then propose
a mobility-sensitive topology control method that extends
many existing mobility-insensitive protocols. Two mecha-
nisms are introduced: consistent local views that avoid in-
consistent information, and delay and mobility management
that tolerate outdated information. The effectiveness of the
proposed approach is confirmed through an extensive simu-
lation study.

1 Introduction

In mobile ad hoc networks (MANETs), all nodes co-
operate to achieve a global task, such as area monitor-
ing and data gathering/communication. To reduce energy
consumption and signal interference, it is important to se-
lect an appropriate transmission power for each node, also
calledtopology control, while still satisfying certain global
constraints. Most existing topology control protocols in
MANETs use the localized approach to find a small trans-
mission range subject to some global constraints, includ-
ing connectivity and other reliability and throughput related
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measures. However, the majority of these approaches as-
sume a static network without mobility. In a typical local-
ized approach, each node collects neighborhood informa-
tion through periodic, asynchronous “Hello” messages. We
refer to neighborhood information collected at each node as
local viewat a particular time.

Consider the example in Figure 1. Assumeu’s local view
is sampled att while v’s local view is done att + ∆. At t
(Figure 1 (a)), mobile nodew is 4 and 6 away from nodesu
andv, respectively, and att + ∆ (Figure 1 (b)),w is 6 and
4 away from nodesu andv. Theglobal view(Figure 1 (c))
derived by a simple collection ofu andv’s local views does
not correspond to the actual network at any moment. Most
existing localized topology control protocols will assign a
transmission range of 4 tou andv, resulting in a discon-
nected network!

In most localized topology control protocols, it is as-
sumed that the network is connected at all times under a
(large) normal transmission range. Then each node uses
1-hop information (i.e. location information of all nodes
within the transmission range) or partial 1-hop informa-
tion (e.g., direction or signal strength information of certain
nodes within the transmission range) to select a set oflog-
ical neighbors, which is a subset of the 1-hop neighbor set
under the normal transmission range. Then the (short) ac-
tual transmission range of each node is set to be the distance
to its farthest logical neighbor. The union of logical neigh-
bor sets of all nodes forms alogical topology. The logical
topology is required to be connected. A topology iscon-
nectedif for any two nodesu andv, v is reachable fromu.
It is also calledstrongly connectedin directed graphs. Such
connectivity is ensured under all localized topology control
protocols when the network is static. However, since the lo-
cation information of logical neighbors is collected at differ-
ent times and nodes move around, there is no guarantee that
a logical neighbor is within the actual transmission range at
a particular time. In this case, some logical neighbors are no
longer reachable while others are still reachable (and reach-
able neighbors are calledeffective neighbors). The union of
effective neighbor sets of all nodes form aneffective topol-
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Figure 1. (a) local view of u at t, (b) local view
of v at t + ∆, and (c) global view.

ogy.
In the example of Figure 1, the logical topology is con-

nected (assumingu and v are selected byw as logical
neighbors) whereas the effective topology is disconnected.
In fact, all 1-hop neighbors under the normal transmission
range are selected at each node as logic neighbors. It is
assumed that logical neighbors of each node are periodi-
cally refreshed. The above example shows that the effective
topology is disconnected right afterv refreshes its view at
time t + ∆. Due to inconsistent views of a particular node
in terms of its location (u’s view of w andv’s view of w in
the above example), a more serious problem might occur –
disconnected logical topology as a result of inconsistent lo-
cal views as will be shown later. The above discussion leads
to two related issues in topology control:

Connected logical topology: Given that the original net-
work is connected (under the normal transmission range),
how to ensure that logical topology generated from a topol-
ogy control protocol is connected.

Connected effective topology: Given that the correspond-
ing logical topology is connected, how to ensure the effec-
tive topology is connected.

This paper attempts to address the above issues with a
focus on mechanisms used to relax strict conditions used
in many literatures on topology control, rather than propos-
ing a new topology control protocol. The advantage of this
approach is obvious – our approach can be applied to a
large group of protocols by relaxing their assumptions. The
proposed approach, calledmobility-sensitive topology con-
trol, extends many existing mobility-insensitive protocols.
Specifically, two mechanisms are proposed to address the
above issues:

Consistent local views for connected logical topol-
ogy: Consistent local views are enforced using either syn-
chronous or asynchronous “Hello” messages. If all nodes
use the same version of location information to select their
logical neighbors, the resultant logical topology is guaran-
teed to be connected. It does not matter whether the location
information corresponds to the actual location of each node.

Delay and mobility management for connected effective
topology: Each node uses an extended transmission range
that is larger than the actual transmission range in existing
protocols. The extended transmission range is computed
from the maximal moving speed and “Hello” interval. It
creates a buffer zone that tolerates the outdated information
caused by node mobility and various delays. When the log-
ical topology is connected, a large buffer zone guarantees a
connected effective topology. Even a small buffer zone can
improve the connectivity significantly.

The effectiveness of the proposed approach is also con-
firmed through an extensive simulation study. To our best
knowledge, although topology control has been studied ex-
tensively in MANETs, our approach is the first attempt ever
to systematically extend a large body of localized topology
control protocols to mobile environment without changing
the original protocols.

2 Related Work

2.1 Topology Control

Most existing topology control algorithms select a less-
than-normal transmission range (also called the actual
transmission range) while maintaining network connectiv-
ity. Centralized algorithms [12, 14, 20] construct optimized
solutions based on global information and, therefore, are not
suitable in MANETs. Probabilistic algorithms [2, 11, 14]
adjust transmission range to maintain an optimal number of
neighbors, which balances energy consumption, contention
level, and connectivity. However, they do not provide hard
guarantees on network connectivity. In a few special cases
[13], topology control is integrated into routing protocols to
provide a minimal uniform actual transmission range. Most
localized topology control algorithms use non-uniform ac-
tual transmission ranges computed from 1-hop information
(under the normal transmission range). The following is a
list of sample localized topology control algorithms that can
be enhanced by the mobility management scheme proposed
in this paper.

RNG-based algorithms. The relative neighborhood
graph (RNG) [17] is a geometrical graph used to remove
edges (i.e., reduce the number of neighbors) while main-
taining network connectivity. An edge(u, v) is removed if
there exists a third nodew such thatd(u, v) > d(u,w) and
d(u, v) > d(v, w), whered(u, v) is the Euclidean distance
betweenu andv. In localized topology control protocols
[4], each node determines its logical neighbor set based on
location information of 1-hop neighbors. Two nodesu and
v are logical neighbors if and only if edge(u, v) exists in
RNG. The Gabriel graph [6] is a special case of RNG, where
the third nodew is restricted to the disk with diameteruv.
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Minimum-energy algorithms. Rodoplu and Meng [15]
proposed another method of reducing the number of edges
while maintaining network connectivity and, in addition,
preserving all minimum-energy paths. A minimum-energy
path between two nodesu andv is defined as the shortest
path betweenu and v, using transmission power as edge
cost. An edge(u, v) can be removed if there exists another
nodew, such that 2-hop path(u, w, v) consumes less en-
ergy than direct transmission. Li and Halpern [8] extended
this scheme by usingk-hop (k ≥ 2) paths to remove more
edges, and at the same time reduce the computation over-
head.

In both protocols [8] and [15], instead of selecting log-
ical neighbors from the normal 1-hop neighbor set, each
node collects location information of nodes within a small
search regionto conserve control message overhead. The
radius of the search region is iteratively enlarged until logi-
cal neighbors in the search region can cover the entire nor-
mal 1-hop neighborhood.

Cone-based algorithms. In cone-based topology con-
trol (CBTC) [9, 19], the logical neighbor set{w1, w2,
. . . , wk} of nodev is selected to satisfy the following con-
dition: if a disk centered atv is divided intok cones by lines
vwi (1 ≤ i ≤ k), the angle of the maximal cone is no more
thanα. It was proved in [9] that, whenα ≤ 5π/6, CBTC
preserves connectivity, and, whenα ≤ 2π/3, the corre-
sponding symmetric subgraph (a subgraph after removing
all unidirectional edges) is connected. Several optimiza-
tions are also proposed in [9] to further reduce the num-
ber of logical neighbors and transmission range. Bahram-
giri et al [1] extended CBTC to providek-connectivity with
α ≤ 2π/3k. Similar to the minimum-energy algorithms,
CBTC uses dynamic search regions to reduce control over-
head. Furthermore, CBTC requires only direction informa-
tion instead of accurate location information.

MST-based algorithm. Li et al [10] proposed to build a
local minimal spanning tree (MST) at each node based on
1-hop location information and select neighbors in MST as
logical neighbors. This scheme guarantees connectivity, is
easy to implement, and has a constant upper bound (six) on
the number of logical neighbors of each node.

2.2 Mobility Management

It was shown in [11] that connectivity in probabilistic
topology control algorithms is barely affected by mobility.
Blough et al [2] showed that connectivity is preserved with
high probability (95%) if every node keeps nine neighbors.
In our approach, the logical neighbor set and transmission
range are first computed from the neighborhood informa-
tion of each individual node, and then adjusted to balance
the mobility. Compared with the uniform optimal node

degree in probabilistic algorithms, our approach requires
fewer neighbors on average. Although the node degree in
[2] can be further reduced, it is not clear whether the resul-
tant topology is still resilient to mobility after optimization.

Epidemic routing [18] is a scheme to provide eventual
delivery in occasionally partitioned networks. It exploits
rather than overcomes mobility to achieve a certain degree
of connectivity. Basically, when two nodes are moving
close to each other within their mutual transmission range,
these two nodes will exchange data (based on a probabilistic
model) that does not appear in the other node. This scheme
extends the Infostation model [16], where one or several
neighbors are selected as intermediate nodes to store the
data received from the source and to relay the data when
they eventually roam into the transmission range of the des-
tination. The difference is that Infostation corresponds to a
2-hop routing process (from source to destination via one
intermediate node) whereas epidemic routing is a general
multiple-hop routing process.

We recently proposed a mobility management scheme
[22] to guarantee a connected dominating set (CDS) in a
MANET. In order to guarantee link availability in the CDS,
only links with relatively small distance values are consid-
ered in the formation of CDS. Asynchronous local views
of each node are also considered in this scheme. However,
local views in CDS formation consist of connection infor-
mation only. The technique used to overcome view incon-
sistency in [22] does not apply in topology control, where
accurate location information is needed.

All localized topology control algorithms discussed in
Section 2.1 depend on accurate location or direction in-
formation to guarantee connectivity. In MANETs, neigh-
borhood information is updated via periodical exchanges
of control messages. However, as shown in Section 3.1,
no matter how small the exchange period, connectivity can
always be compromised by inconsistent views at different
nodes.

3 Proposed Method

3.1 Preliminaries

For the sake of clarity, we consider only topology con-
trol protocols using normal 1-hop information for logical
neighbors selection, and leave the integration of dynamic
search region to the future work. In those protocols, each
node advertises its id and location through periodic “Hello”
messages with the normal transmission range. We assume
a fixed “Hello” interval; that is, the period between two
“Hello” messages from the same node is a constant∆.
However, due to the inaccuracy of local clocks in individ-
ual nodes, “Hello” messages from different nodes may be
asynchronous.
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Figure 2. Partition in a 3-node network.

The latest “Hello” messages received from 1-hop neigh-
bors form the local view of each node, which includes id’s
and locations of most nodes within its normal transmission
range. Due to the node mobility, some new 1-hop neighbors
may come in undetected. Because topology control tech-
nique is usually applied to dense networks, we assume the
network is always connected with the normal transmission
range after removing those undetected links. The local view
of a node also includes the id and location of itself. Two lo-
cal views areinconsistentif they contain conflicting infor-
mation about the same node; otherwise, they are consistent.
As shown in Figure 2 (a), when nodew moves upwards and
sends two “Hello” messages from different locations, node
u’s local view based on the former “Hello” message from
w (Figure 2 (b)) and nodev’s local view based on the latter
“Hello” message (Figure 2 (c)) are inconsistent.

In most existing protocols, each node selects its logical
neighbor set periodically based on its local view. To sim-
plify the discussion, we assume the interval between two
selections on the same node is also∆, and selections on
different nodes are asynchronous. If we add a logical link
among every two logical neighbors, the set of all logical
links from a logical topology. Usually, a topology control
protocol guarantees a connected logical topology if all local
views are consistent and the network is dense enough. How-
ever, the logical topology may be disconnected as a result of
inconsistent local views. We use the MST-based algorithm
[10] as an example to illustrate the problem of disconnected
logical topology. In this approach, each nodev builds an
MST spanning its 1-hop neighbors. Then only neighbors
that are directly connected tov in MST are selected asv’s
logical neighbors. Each nodev calculates its local MST,
LMST (v), periodically based on its local view. In static
networks, connectivity of the logical topology is guaran-
teed. In MANETs, however, different nodes may update
their local MSTs based on inconsistent local views, which
may yield a disconnected logical topology!
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Figure 3. Partition in a 4-node network.

Suppose nodew in Figure 2 (a) moves upward, and ad-
vertises its locations twice at timet0 andt1 = t0 + ∆, re-
spectively. If nodeu updatesLMST (u) at t1 − δ and node
v updatesLMST (v) at t1 + δ, neitheru nor v considers
w as a logical neighbor (Figures 2 (b) and (c)). Based on
u’s local view,v should selectw as its logical neighbor, be-
causew is close tov. In v’s local view, however,w is close
to u and should beu’s logical neighbor. The corresponding
logical topology is disconnected (Figure 2 (d)), no matter
how smallδ is. Here it is assumed that nodew selects node
u as its logical neighbor based on its local view. Link(u, v)
is bidirectional (the solid line) and link(w, v) is unidirec-
tional (the dash line). Note that connectivity can be main-
tained in this case, if we convert every unidirectional link in
LEt into a bidirectional link. However, this does not solve
the problem for the general case. As shown in Figure 3,
nodew moves from right to left and advertises its locations
at timet0 andt1 = t0 + ∆. If LMST (u) is built att1 − δ
andLMST (v) at t1 + δ, neither link(u, x) nor (v, w) ex-
ists in LEt1+δ. Similarly, if LMST (x) is built at t1 − δ
andLMST (w) at t1 + δ, links (x, u) and(w, v) are not in
LEt1+δ. That is, the logical topology is disconnected.

Once a set of logical neighbors is determined, each node
adjusts its actual transmission range to the distance to the
farthest logical neighbor. All nodes within the actual trans-
mission range are called physical neighbors. In some topol-
ogy control protocols, physical neighbors arefunctional;
that is, a message from a physical neighbors is always
passed to the upper level protocol. In other protocols, the
physical neighbors are not functional; messages from a non-
logical physical neighbor is simply discarded. If a neigh-
bor is both a logical neighbor and a physical neighbor, it
is an effective neighbor. An effective link exists between
every two effective neighbors. All effective links form the
effective topology. We assume all data packets are transmit-
ted along effective links. Therefore, a connected network
after topology control means a connected effective topol-
ogy. Since the effective topology is a subgraph of the logi-
cal topology, a connected network also implies a connected
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Figure 4. Build consistent local views

logical topology.
Our mobility-sensitive topology control scheme pre-

serves connectivity in two steps. First the connectivity
of the logical topology is guaranteed by building and us-
ing consistent local views. Two methods are proposed.
One method uses synchronized “Hello” messages to en-
hance connectivity during each “Hello” interval. The other
method uses asynchronous and timestamped “Hello” mes-
sages to achieve connectivity in the routing of each packet.
Unlike Infostation variations and epidemic routing, our
method does not cause significant increase of end-to-end
delay or memory consumption. The second step is to ensure
the connectivity of the effective topology. Each node uses
a larger-than-actual transmission range (called anextended
transmission range) to create a “buffer zone” that preserves
all logical links in the effective topology. The size of the
buffer depends on the maximal moving speed and “Hello”
interval.

3.2 Consistent views under synchronous “Hello”
intervals

In existing topology control algorithms, each node re-
ceives “Hello” messages from its 1-hop neighbors, and up-
dates its local view upon the arrival of every “Hello” mes-
sage. If all nodes have synchronized clocks, this scheme
actually works. In Figure 2, if both nodesu andv selects
their logical neighbors att0, they will agree thatv is closer
to w; at t1, they will agree thatu is closer. Here we omit
the propagation delay and assume that a “Hello” message is
received by all neighbors at the same time. However, it is
impossible to have totally synchronized clocks in a MANET
without centralized control. Ifu makes its decision slightly
earlier thanv, andw’s “Hello” message arrives afteru’s
decision and beforev’s decision, then the two nodes have
inconsistent views. This inconsistency cannot be avoided
no matter how small the asynchrony is.

One solution is to build local views only once at the be-
ginning of each “Hello” interval. As shown in Figure 4 (a),
each “Hello” interval is divided into three time periods
∆ = h + s + d. Because of asynchronous clocks, different
nodes may start their “Hello” intervals at different times.
That is, some nodes have “faster” clocks than other nodes.

However, we assume the difference between two clocks
is bounded bys. In the construction of consistent views,
each node sends its “Hello” message (represented by dotted
lines) during periodh, waits for a periods, and conducts
normal activities (e.g., sending data packets, represented as
solid lines) in periodd. As theh period of the “slowest”
node ends before thes period of the “fastest” node, every
node receives all “Hello” messages before the end of itss
period. Local views built in the end ofs are consistent. It
is safe to route data messages in periodd1 based on these
local views.

When this method is applied to MST-based algorithm
[10] to address the problem of disconnected logical topol-
ogy, each node calculates its local MST based on “Hello”
messages of the same version, i.e., the one transmitted dur-
ing the current “Hello” interval. For example, since both
LMST (u) and LMST (v) in Figure 2 (e) are calculated
based on the same location ofw, either nodeu or v will
consider nodew as its logical neighbor. When all nodes
use the location information advertised at timet0 in their
local views,Gt0+δ contains a bidirectional link(vw) and is
connected.

3.3 Consistent views under asynchronous “Hello”
intervals

In the last subsection, it is assumed that the maximal dif-
ference among local clocks,s, is predictable ands ≤ ∆. In
a totally asynchronous system,s = ∆ and the above sim-
ple approach cannot be applied. Note that even ifs < ∆ at
a particular network, delays accumulate unless some clock
synchronization protocol is applied. Although various solu-
tions [19] exist to adjust clock values, frequent clock syn-
chronization is costly. When maintaining (partially) syn-
chronous “Hello” interval becomes too expensive or impos-
sible, we propose using timestamped asynchronous “Hello”
messages to enforce application specific consistent local
views.

The basic idea is to maintain a sequence numberiv at
each nodev, and attache the sequence number to each
“Hello” messages from this node. The sequence number is
initialized to zero and increased by one before sending each
“Hello” message. The sequence number serves as a times-
tamp. Consistent local views are obtained from “Hello”
messages with the same timestamps. This can be done by
carrying a timestamp in each data packet (including con-
trol packets from a higher level protocol). The timestamp
is chosen by the originator of the data packet, and all nodes
relaying this packet must determine their logical neighbors
based on information of the same version (i.e., with the
same timestamp). In this scheme, each node keeps sev-
eral local views, each local view corresponding to a recently
used timestamp. Similarly, several logic topologies co-exist
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in the same network. Each logic topology corresponds to a
timestamp and is connected by itself. The logic time (i.e.,
the timestamp of the latest local view) of the originator of
the data packet is used as an selector. It indicates in which
logical topology this data packet is travelling in.

In Figure 2, suppose the first “Hello” message from
nodew has timestamp 0, and the second one has times-
tamp 1. When the above method is applied, two parallel
logic topologies exist. The logical topology corresponding
to timestamp 0 includes two bidirectional links(u, v) and
(v, w). The logic topology corresponding to timestamp 1
includes(u, v) and (u,w). When a data packetp is sent
from u to w, the source nodeu selects a recent timestamp
and forwardp on the corresponding logical topology. Ifp
has timestamp 0, it is first forwarded tov. Based onv’s
local view with timestamp 0,w is a logical neighbor ofv,
andp is forwarded along the logical link(v, w). If p has
timestamp 1, it is sent tow directly via logical link(u,w).
In both cases,p arrives safely at its destination.

Note that a local view cannot be used until it includes
“Hello” messages with the same timestamp from all 1-
hop neighbors. Since in MANETs, the 1-hop neighbor set
changes over time, it is unknown whether a node has col-
lected all “Hello” messages or not. Assume the maximal
time interval between two “Hello” messages with the same
timestamp, called synchronization delay, is∆

′
. For the

sake of safety, after a node receives a “Hello” message with
timestamp i, it must wait a time period of∆

′
before the for-

mation of its local view with timestamp i. Compared with
the maximal clock difference s in the previous scheme,∆

′

is allowed to be larger than∆, which means a lower level
of node synchronization and lower maintenance overhead.

We use a simple scheme to achieve a certain degree of
node synchronization. Periodically, a random nodeu in-
creases its current sequence numberiu by a large integer
numberinc, such the new sequence numberi

′
u = iu + inc

is larger than other sequence numbers in the same network
with a high probability. Thenu broadcastsi

′
u to all other

nodes through flooding or an efficient broadcasting process
[21]. Once a nodev receivesi

′
u and its current sequence

numberiv ≤ i
′
u, it setsiv ≤ i

′
u; otherwise, it initiates a

synchronization process usingi
′
v = iv + inc. When the

process completes, the synchronization delay is the “Hello”
interval plus broadcast delay. Normally broadcast delay is
very small compared to the “Hello” interval and can be ne-
glected. Note that this synchronization process needs not be
frequent in MANETs with relatively accurate clocks. If the
clocks are accurate, only one flooding is sufficient.

3.4 Delay and mobility management

Although under the above model each node obtains a
consistent local view, views of different nodes are taken

u
r

r+l

buffer zone

Figure 5. The notion of buffer zone with dif-
ferent transmission ranges.

from different physical times. In other words, the node in-
formation shows node positions at different times. In order
to apply existing topology control protocols without having
to re-design them, we use the notion ofbuffer zone, where
two circles with radiir andr + l are used (see Figure 5).
r corresponds to the actual transmission range determined
by a topology control protocol.r + l corresponds to the ex-
tended transmission range used, wherel = d× t is defined
as a buffered range depending on the moving speedt/2 of
mobile nodes and the maximum time delayd. In the proac-
tive approach, a local view taken at timet may depend on
the “Hello” message sent att − ∆

′
and may be used un-

til t + ∆
′
. Therefore,d is 2∆

′
. In the reactive approach,

all “Hello” messages are sent at the beginning of the cur-
rent “Hello” interval. Therefore,d is bounded by∆ plus
the propagation delay (including the short backoff delays at
intermediate nodes) of the flooding process. Several opti-
mization methods can be used to have a good estimate ofl
at each node. For example, the “timeliness” of each “Hello”
message can be measured by latency between the (physical)
time it is received and the time it is used in a local decision.

When this approach is applied to address the problem
of disconnected effective topology (such as the one in Fig-
ure 1), the extended transmission range is properly set based
on the “Hello” interval and node moving pattern and its
speed. In the example of Figure 2 (e), the transmission
power of each node is enlarged to create a buffer zone that
guarantees the existence of a physical link even if the dis-
tance betweenv andw has been changed due to the move-
ment.

4 Simulation

4.1 Implementation

We evaluate topology control algorithms underns2 [5]
and its CMU wireless and mobility extension [7]. 100 nodes
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are randomly placed in a900 × 900m2 area. The normal
transmission range is250m, which yields an average node
degree of18 without topology control. The mobility pat-
tern is generated based on the random waypoint model [3]
with zero pause time and the average moving speed varying
from 1 to160m/s. In order to isolate the effects of mobil-
ity from other factors such as collision, all simulations use
an ideal MAC layer without collision and contention. Each
simulation lasts100s and is repeated 20 times. Each result
is associated with the 95% confidence interval.

In our implementations of baseline algorithms, each
node advertises its location via asynchronous “Hello” mes-
sages. Although MAC layer collision is not simulated,
the “Hello” interval of each node is randomly selected
from 1 ± 0.25s to avoid the collision in the real world.
“Hello” messages are transmitted with the normal transmis-
sion power. Each node selects its logical neighbors based on
the complete 1-hop information. Three baseline algorithms
are implemented: RNG-based algorithm, MST-based algo-
rithm, and minimum-energy (SPT-based) algorithm. The
minimum-energy algorithm builds local SPTs based on the
energy functionE = dα, whereE is the required transmis-
sion power, andd is the length of a link. We use two choices
of α: (1) α = 2 as in the free space model, and (2)α = 4 as
in the two-way ground reflection model. In all algorithms,
each node updates its logical neighbor set whenever it sends
a “Hello” message, and adjusts its transmission power to the
minimal power that reaches the farthest logical neighbor.
The logical neighbor set is attached in the header of every
outgoing packet. The receiver will drop the packet if it is not
in the sender’s logical neighbor set. Since the logical neigh-
bor set is usually very small, single round convergence is
achieved without excessive overhead. Unidirectional links
are neither removed nor converted into bidirectional edges.
We have not simulated the cone-based algorithm, as we are
still in search of an implementation of CBTC with all its
optimizations in [9] and single round convergency.

Two connectivity models can be defined in MANETs:
strict connectivityand weak connectivity. A MANET is
strictly connected if its snapshot (i.e., the effective topol-
ogy at a particular time) taken at every moment is con-
nected. However, in a MANET with mobile nodes, it is
difficult to capture network topology under a snapshot (al-
though we can do so in simulations via assuming an omni-
scient “god”). Weak connectivity is more appropriate which
is application dependant. In this model, the connectivity is
defined in terms of capability of completing a connectivity-
related task, such as global flooding, measured in terms of
the percentage of nodes that receive the message. Note that
a weakly connected network may not be strictly connected
under a particular snapshot (or even any snapshot). In Fig-
ure 1, a broadcast initiated atu at timet and forwarded byw
at timet+∆ ensures a full coverage. However, the network

Algorithm Trans. range (m) Node degree
MST 65.09± 1.61 2.09± 0.01
RNG 78.95± 2.65 2.44± 0.03
SPT (α = 4) 75.04± 2.00 2.51± 0.05
SPT (α = 2) 100.10± 2.75 3.46± 0.10

Table 1. Average transmission range and
node degree of baseline algorithms.
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Figure 6. Connectivity ratio of baseline algo-
rithms.

is not connected under any snapshot. Note that weak con-
nectivity is exploited only in special routing schemes such
as Infostation variations [16] and epidemic routing [18],
where end-to-end delay is traded for eventual delivery. In
a flooding that completes in a small (< 0.01s) time period,
weak connectivity is a rather accurate approximation of the
strict connectivity.

Against the baseline algorithms, we evaluate three mech-
anisms that enhance the connectivity in MANETs.

Buffer zone: If the logical topology is connected, then
using a buffer zone can tolerate the inaccurate location in-
formation caused by mobility. In the worst case, the age of
the location information is twice the maximal “Hello” inter-
val, i.e.,2.5s, and the relative speed between two neighbors
is two times the maximal moving speed and four times the
average moving speed. Therefore, to tolerate an average
moving speed of10m/s, the width of the buffer zone shall
be100m. However, as shown in [22], the same level of mo-
bility can be tolerated by a much thinner buffer zone with
high probability.

View synchronization: The connectivity of the logical
topology cannot be guaranteed based on inconsistent lo-
cal views. We use a simplified mechanism to provide al-
most consistent views on-the-fly. Whenever a node sends
a packet, it updates its logical neighbor set based on the
current view, i.e., the location information advertised in lat-
est “Hello” messages from 1-hop neighbors. If the packet
travels fast enough, nodes visited by the same packet will
probably have consistent local views. Note that each node
must use its previous location advertised in the last “Hello”
message, instead of its current location, in its calculation.
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Figure 7. Connectivity ratio with different
buffer zone widths.

Physical neighbor: The network connectivity can be en-
hanced by allowing non-logical neighbors to relay packets
instead of dropping them. This mechanism works better
with a large buffer zone, where more physical neighbors
form multiple paths that tolerate higher mobility levels.

The baseline algorithms and different enhancements are
compared in terms of the following metrics.

Connectivity ratio: i.e., the ratio of connected node pairs
to the total number of node pairs. We compute the connec-
tivity ratio as the average delivery ratio of broadcast packets
originated from random sources. The broadcast frequency
is 10 packets per second and 1000 packets per simulation.

Transmission range: The average transmission range
serves as an indicator of the average transmission power.
We avoid using transmission power directly, because the di-
versity of the energy models may cause unnecessary ambi-
guity. The transmission range is also a good indicator of the
channel reuse ratio.

Node degree: One common goal of topology control al-
gorithms is to reduce the network density, which can be
represented by the average node degree. Here we consider
only the number of logical neighbors, except in the third
enhancement, where physical neighbors also count.

4.2 Results

Baseline algorithms. Table 1 shows the effectiveness of
each baseline algorithm in reducing the transmission range
and number of logical neighbors. The MST-based algorithm
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Figure 8. Average transmission range (a)
and number of physical neighbors (b) versus
buffer zone width.

(MST) has the smallest transmission range and node degree.
The average node degree of 2.09 implies that the logical
topology is close to tree, which has the average node de-
gree of2(n − 1)/n = 1.98. A tree is the most efficient
way to maintain a connected logical topology. However, it
is also the most vulnerable. The SPT-based algorithm with
α = 2 (SPT-2) has the largest transmission range (100m)
and node degree (3.46). Compared with the normal trans-
mission range (250m) and original node degree (18), SPT-2
still saves significantly in energy and bandwidth consump-
tion. The RNG-based algorithm (RNG) and SPT-based al-
gorithm with α = 4 (SPT-4) have similar transmission
range and node degrees, which lie between MST and SPT-
2. RNG has slightly larger transmission range and smaller
node degree than SPT-2, suggesting that RNG have more
physical neighbors than SPT-2.

Figure 6 shows the connectivity ratio of baseline algo-
rithms in MANETs. The mobility level varies from very
low (1m/s) to moderate (20-40m/s) and extremely high
(80-160m/s). Our objective is to find methods that main-
tain high connectivity ratio (≥ 90%) under low and mod-
erate mobility. Extremely high mobility is unlikely in
MANETs and is used to benchmark the resilience of each
algorithm to mobility. As shown in Figure 6, all base-
line algorithms are vulnerable to mobility. The best algo-
rithm, SPT-2, can tolerate only very slow mobility. Other
algorithms have only 50% (RNG), 40% (SPT-4) and 10%
(MST) connectivity ratio under very low mobility. MST
is the most vulnerable, because in a tree-like topology, the
probability of partition is very high. In most scenarios, a
single link failure is enough to disconnect the entire net-
work.

Buffer zone. We first handle link failures caused by log-
ical neighbors moving out of the actual transmission range.
The goal is to find the minimal buffer zone width that tol-
erates moderate mobility, that is, maintains 90% delivery
ratio when the average moving speed is below or equal to
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Figure 9. Connectivity ratio with and without
view synchronization.

40m/s. Our finding is that using buffer zone alone does
not eliminate the problem in most algorithms. As shown in
Figure 7, MST tolerates1m/s mobility with a 10m buffer
zone. However, it cannot tolerate20m/s or higher mobility.
Both RNG and SPT-4 can tolerate moderate mobility with a
100m buffer zone, but cannot do so with a10m buffer zone.
The only exception is SPT-2, which tolerates moderate mo-
bility with a 10m buffer zone.

Algorithms using a buffer zone have the same average
node degree in their logical topologies. They do, however,
have larger transmission ranges. Figure 8 (a) shows that,
when a100m buffer zone is used to tolerate moderate mo-
bility, the average transmission ranges of RNG and SPT-4
are above160m. On the other hand, the same job is done in
SPT-2 with a10m buffer zone and120m average transmis-
sion range. The suggestion is that a certain level of redun-
dancy may be necessary for saving energy in MANETs.

View synchronization. We consider the partitioned log-
ical topology caused by inconsistent local views. When the
simple view synchronization mechanism is used together
with buffer zones, all algorithms show solid improvement in
connectivity ratios. Figure 9 compares different connectiv-
ity ratios achieved with and without view synchronization.
With view synchronization (VS), MST can tolerate moder-
ate mobility with a100m buffer zone. RNG can do so with
a10m buffer zone. SPT-4 can tolerate20m/s mobility with
a10m buffer zone, but still needs a100m buffer zone to tol-
erate40m/s mobility. SPT-2 can tolerate40m/s mobility
with a 1m buffer zone,80m/s mobility with a 10m buffer
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Figure 10. Connectivity ratio before and after
using physical neighbors.

zone, and160m/s with a100m buffer zone.
Algorithms using view synchronization have the same

average transmission range and node degree as algorithms
not using this mechanism. RNG is our favorite in this case:
it tolerates moderate mobility with10m buffer zone, which
corresponds to an average transmission range of88m, as
shown in Figure 8. Meanwhile, the1m buffer zone width
used in SPT-2 corresponds to an average transmission range
of 98m.

Physical neighbor. The connectivity ratio can be im-
proved via relatively high redundancy, i.e., a large neigh-
bor set. An effective method that increases redundancy is to
treat all physical neighbors as logical neighbors. That is, the
topology control protocol will pass to the upper layer every
packet it receives, instead of dropping packets from non-
logical neighbors. Asynchronous views are now tolerable,
because the resultant logical neighbor sets are only refer-
ences in computing a small transmission range that main-
tains connectivity with a high probability. The idea is sim-
ilar to that in the K-Neigh [2] protocol. The difference is
that, in K-Neigh, a uniform optimal number of neighbors is
used to decide the transmission power at each node.

Figure 10 shows the effect of using physical neighbors
(PN). The result is similar to the effect of view synchro-
nization. SPT-2 can tolerate moderate mobility with a
1m buffer zone, RNG and SPT-4 can with a10m buffer
zone, and MST with a100m buffer zone. Note that, when
100m buffer zones are used, every algorithm has a perfect
connectivity ratio (100%) under extremely high mobility
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(160m/s). Actually, MST achieves93% connectivity ra-
tio with a 30m buffer zone in our simulation. Figure 8 (b)
illustrates the increased redundancy. The average node de-
gree that tolerates moderate mobility is 4.7 for MST (30m),
4.2 for RNG (10m), 3.8 for SPT-4 (10ms), and 5.4 for SPT-
2 (1m). These results are smaller than the optimal node
degree in K-Neigh.

Simulation results can be summarized as follows: (1)
All baseline algorithms suffer from low connectivity ratio
in MANETs. (2) The low connectivity ratio is caused by
both disconnected physical link and disconnected logical
topology due to inconsistent views. (3) When a simple view
synchronization mechanism is used, RNG and SPT can tol-
erate moderate mobility (≤ 40m/s) with small buffer zones
(≤ 10m). (4) If all physical neighbors are allowed to for-
ward packets, all algorithms can tolerate moderate mobility
with average node degrees from 3.8 to 5.4.

5 Conclusion

We have proposed a mobility-sensitive topology con-
trol method that extends many mobility-insensitive proto-
cols. This method is based on two mechanisms: local view
synchronization based on synchronous or asynchronous
“Hello” messages, and buffer zone created by slightly in-
creasing the actual transmission range. These two mecha-
nisms ensure the connectivity of both logical topology and
effective topology, two notions proposed in this paper for
topology control in dynamic networks. Extensive simula-
tion confirmed the effectiveness of these two mechanisms
in maintaining network connectivity under slow and mod-
erate mobility. Our future work includes exploring other
means of handling mobility and verifying the effectiveness
of these mechanisms measured by other metrics such as net-
work bi-connectivity.
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