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ABSTRACT  

This paper provides an overview of technologies and guidelines that can be used for the development of Social TV 

applications. A prototype using two core technologies, WebRTC and WebSocket was developed following the ideas 

presented in the literature in order to demonstrate the feasibility of such applications in the context of modern browsers 

without the use of any extra plugins. 
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1. INTRODUCTION  

Social TV is any technology that enables social interaction in the context of watching TV content. People tends to enjoy 

watching TV in company, furthermore, over 60% of the videos are preferred to be watched in a social setting1. However, 

nowadays it is not always possible to meet to watch TV together, and that is where the idea of synchronous Social TV 

comes in, trying to simulate a collocated watching experience while in different locations.  

Some media content is not suitable for synchronous interaction, and it is very common to establish conversations with 

friends or colleagues about movies and TV shows after having watched them. This way of communication is replicated 

in Social TV by the concept of asynchronous interaction, allowing users to comment on video content through some kind 

of social network, or directly on the media itself by embedding the comments attached to specific timestamps. 

Based on the work found in the literature, we distinguish three different layers in Social TV: infrastructure, application, 

and social. The infrastructure layer includes any low-level technologies and protocols used in Social TV platforms, such 

as RTP, DASH (Dynamic Adaptive Streaming over HTTP), etc. In a higher level of abstraction we find the application 

layer, which comprises all the applications built on top of the lower level tools offered by the infrastructure layer. Lastly, 

the social layer covers every aspect regarding social interaction, which takes into account different aspects of the user’s 

social behavior in front of TV. 

2. RELATED WORK 

The concept of Social TV arises from the field of interactive TV, just by adding features centered on social interaction. 

For this reason, many of the concepts and conclusions from studies regarding interactive TV also apply to Social TV. An 

example of this can be found in 2, where they present a study on interactive TV applications with communication 

services, and show how they can act as community builders. 

Research more specifically directed to the field of Social TV has been very extensive for quite a few years, with some 

work dating from as early as 2002, and being still active nowadays. The most basic concept of Social TV consists on 

creating shared watching experiences while being in different locations. Collocated experiences can be easily achieved 

by creating real-time communication links between users, which can be done in three different modalities: text, video, 

and voice. One of the earliest examples is Reality Instant Messenger3, which tried to take advantage of the already 

existing instant messaging infrastructure in order to build interactive TV services by allowing users to communicate 

while watching the same content. Other prototypes that helped creating a more consolidated definition of what a Social 

TV platform should look like were AmigoTV4, CollaboraTV5, and Social TV 26. 

More modern prototypes include NeXtream7, and CloudMoV 8, both supporting mobile devices. Systems targeting more 

specific groups of people have arisen lately too. The application iNeighbour TV9 tries to promote health care and social 

interaction among senior citizens. Gameinsam10 on the other hand focuses on providing families with a way to interact in 

a playful way during the daily TV watching experience. 

 



 

 
 

 

 

3. SOCIAL TV LAYERS 

As can be seen in Figure 1, Social TV applications can be abstracted into three layers: infrastructure, application, and 

social. These layers separate the technology necessary to support this type of applications from the applications 

themselves, and from the social features. 

 

Figure 1. Social TV layers. 

3.1 Social layer 

The social layer has two different components: social interaction, and user behavior. When building Social TV 

applications, it is very important to understand both how the user behaves in front of TV, and how it interacts with other 

people while watching media content. This knowledge is the basis for the development of applications that are non-

intrusive and useful to the user, at the same time that encourage social interaction between different users. 

User behavior refers to how the user interacts with the TV itself. Watching TV has been traditionally seen as a lean-back 

experience11, and probably most of the people like it that way. Following this idea, Social TV applications should 

support this use, providing efficient settings to the user so that almost every aspect of the application can be customized: 

privacy, types of social interaction enabled.  

Social interaction can be synchronous or asynchronous, and it changes depending on the nature of the content. 

Synchronous interaction takes place while watching the media, like when you are commenting with friends about what is 

happening in a TV show. On the other hand, asynchronous interaction takes place either before or after watching the 

content, such as when you recommend a movie to a colleague, or when you talk about the movie that was aired on TV 

the previous day with a close relative. These types of interactions happen naturally everyday, without mediation of any 

extra tools, and one would expect it to change when altering the environment where it happens. However, it has been 

found that the way people interact regarding media content does not change significantly when it is done over the 

Internet12. An explanation for this in the case of synchronous interaction could be that when watching TV for example, 

the viewer is focused on the display that is showing the video, as opposed to on the people around it. 

The type of content does change the way people interact, including genre, duration, and plot structure. Although most of 

the videos are suitable for Social TV, not all of them are for the same type of applications. The complexity of the plot 

structure and duration of the content seem to be the most decisive factor at the time of choosing the type of interaction 

needed, and while some media requires the viewer to be fully focused, other allows for side conversations or even jokes 

at the same time. In some cases, the genre of the media is closely related to the plot structure, thus there are certain 

genres that are more suitable for synchronous interaction (see Table 1), like sports, reality TV, soaps, poor quality 

movies, and comedy shows12 1 13. More complex plot structures and genres like documentaries, movies, and news, and 

short clips like music videos are great for asynchronous interaction14. 

Besides how and when the social interaction takes place, another aspect to take into account is with who it is performed. 

An interesting case of study is the sports genre, because it is very common to see people in bars that do not know each 

other, but are able to interact while watching a game for example. In an attempt to enhance social interaction by taking it 

beyond the borders of the household, this leads to the concept of interaction at community level, where people is able to 

interact over the Internet even though they have never met, and it is surprising to find how people can feel comfortable 

with it. 

 

 

 



 

 
 

 

 

Table 1. Video genres suitable for each type of social interaction. 

Social interaction Video genre 

Synchronous 
Sports, reality TV, soaps, poor quality movies, comedy 

shows 

Asynchronous Movies, documentaries, news, music videos 

 

3.2 Application layer 

The applications built for Social TV use the tools and APIs provided by the infrastructure layer to build systems that will 

support the social uses of TV. Following the guidelines from the literature14 is especially recommended when developing 

Social TV applications. Key aspects like privacy, and avoiding distractions should be taken into account. 

It is important to minimize distractions such as using overlaid controls that cover most of the content. In this area, the 

second display approach seems to be the main trend15 7. It consists on using an extra device to show related content or 

settings, which makes more sense as the adoption of smartphones and tablets is increasing nowadays, since people is 

already getting used to managing and multitasking with a secondary device. The study from 16 tries to support this idea 

by analyzing the social interaction in twitter generated when a TV show is aired, finding that this type of interaction 

through secondary devices is already happening by the audiences own initiative. 

Most of the users will be concerned about their privacy when using Social TV applications, since there could always be 

situations in which a user would not want to be available for chatting, or have its watching status visible to others. In 

these cases it becomes essential to provide the user with the appropriate options in order to avoid unnecessary worries, 

such as a configurable presence status like AmigoTV4 does. 

3.3 Infrastructure layer 

The infrastructure layers support the higher levels of Social TV applications, providing the means to make it happen, i.e. 

content delivery and communication between viewers. Synchronous applications enabling direct communication have 

strong real-time requirements, and it is vital to provide users with a seamless way to communicate if we want to make 

them feel together and successfully simulate a collocated watching experience. 

Video content consumed by users can be broadly divided into live and on-demand content. Most of video services 

delivered over the Internet today use HTTP for video delivery. Live content on the Internet is actually near-live with 

typically 10-seconds of delay for prefetching segments before playback. Content delivered over cable TV and similar 

services is scheduled programming and is delivered in real-time. In this area, the standard DASH developed by MPEG 

(Moving Pictures Expert Group) is the first HTTP-based bitrate adaptive streaming standard for video that is being 

adopted internationally. Other options are Apple’s HLS (HTTP Live Streaming), and Microsoft’s Smooth Streaming. 

The segment caching approach used by such services makes content synchronization among viewers in a Social TV 

session simpler. 

In order to provide users with a satisfactory Social TV experience, we must ensure a good QoE (Quality of Experience). 

The field study from 17 tries to measure the synchronization requirements when co-watching online videos, pointing out 

how the traditionally used threshold from the telecommunications field does not hold true for Social TV applications. 

They recommend a maximum threshold of 1 second based on when the viewers noticed the synchronization difference in 

the media being watched. 

WebRTC is a web technology that enables web browsers with real-time communication (RTC) capabilities18. One of the 

key advantages over other technologies that provide the same functionality is its integration within the browser, and its 

ease of use through HTML5 and JavaScript APIs, which eliminate the need for a video plugin. The WebRTC standard is 

currently under development and is being developed by a joint effort between the IETF RTCWeb and W3C WebRTC 

working groups. The IETF standard is known as RTCWeb and focuses on the underlying protocols, while the W3C 

efforts focus on the JavaScript APIs for use within browsers. 

A simplified list of the protocols used to establish the peer connection and to send voice data using WebRTC can be seen 

in Figure 1. The media data is carried using the Secure Real-time Transport Protocol (SRTP), and the RTP Control 

Protocol (RTCP) is used to monitor transmission statistics related to the media stream. The architecture of WebRTC 



 

 
 

 

 

allows the media data to flow directly between browsers, but before any media data can be sent, the communication 

needs to be coordinated. The application exchanges media configuration information using the Session Description 

Protocol (SDP). This process is called signaling, and it is important to note that WebRTC does not specify the signaling 

mechanism, leaving it to the application layer. As opposed to the peer-to-peer media path, the signaling path goes 

through an external server that can modify, translate, and manage the exchanged messages. The STUN (Session 

Traversal Utilities for NAT) protocol and its extension TURN (Traversal Using Relay NAT) are used to find out the 

public IP address and port, and traverse NAT boxes and firewalls so that clients can receive UDP-based media streams. 

 

Figure 2. Protocol stack for WebRTC peer-to-peer communication. 

At its current implementation status, WebRTC allows to use the MediaStreams API to get audio and video from a 

webcam and a microphone, the PeerConnection API to establish a peer-to-peer link for voice and video, the 

DataChannels API to share data through a PeerConnection, and the Stats API provides useful metrics such as the number 

of packets lost of the streams being exchanged. There are two main implementations right now, Chrome and Firefox, 

whose developers collaborate in order to maintain interoperability between them. 

On the other hand, WebSocket19 is a signaling web technology that provides bi-directional communication channels over 

a single TCP connection. WebSocket is composed of an API being developed by W3C, and a protocol that has been 

standardized by IETF. This technology complements WebRTC (see Figure 2), allowing the exchange of signaling 

messages needed to establish a peer-to-peer connection, and it can also be used as well to exchange messages between a 

browser client and a server, and vice versa. Application signaling is useful to synchronize media playback across users in 

a group. Such synchronization includes playback control and media play out time synchronization. 

4. SOCIAL TV PROTOTYPE 

Following the ideas and using the technologies discussed previously in this paper, we created a simple Social TV 

platform that shows how easy has become nowadays to develop this type of applications. The application is web-based 

and allows multiple viewers to watch a video synchronously while sharing a voice link. WebRTC takes care of the real-

time requirements of the voice link, while WebSocket is used to initiate a peer connection between viewers and to 

exchange control messages so that the media can be synchronized and controlled remotely. The messages exchanged 

using WebSocket are distributed through a central server. 

The viewers are allowed to execute media events at any point, i.e. play, pause, and seek, which will be executed by all 

the viewers. The application uses the concept of local lag described in 20, i.e. events are not executed right away, but at 

the pace of the client with the largest delay, trying to make viewers execute the events approximately at the same time. 

The media synchronization is controlled by comparing the play-out time of a master viewer, which could be the one 

initiating the session for example, to the play-out times of the rest of the viewers (see Figure 3). The master viewer 

shares its play-out time and a local timestamp with a central server periodically. In order to calculate the play-out time 

difference, the local time of each viewer is shared with the central server, who adapts it to the local times of each viewer. 

As described previously, following the recommendations in 17, in the cases in which the difference is greater than 1 

second, the play-out time of the viewer is readjusted to match the one of the master viewer. 



 

 
 

 

 

 

Figure 3. Time updates mechanism for media synchronization. 
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