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Abstract

BitTorrent has emerged as a very popular peer-to-peer file sharing system, which uses an em-

bedded set of incentive mechanisms to encourage contribution and prevent free-riding. However,

BitTorrent’s ability to prevent free-riding needs further study. In this paper, we present a fluid

model with two different classes of peers to capture the effect of free-riding on BitTorrent-like

systems. With the model, we find that BitTorrent’s incentive mechanism is successful in prevent-

ing free-riding in a system without seeds, but may not succeed in producing a disincentive for

free-riding in a system with a high number of seeds. The reason for this is that BitTorrent does not

employ any effective mechanisms for seeds to effectively guard against free-riding. Therefore,

we propose a seed bandwidth allocation strategy for the BitTorrent system to reduce the effect of

seeds on free-riding. Finally, simulation results are given that validate what we have found in our

analysis, and demonstrate the effectiveness of the proposed strategy.
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1 Introduction

Peer-to-peer (P2P) applications have shown their popularity on the Internet for file sharing. The P2P

file sharing application allows users to distribute and obtain a file to be shared cooperatively. How-

ever, most P2P collaborative systems that rely on voluntary contributions from individual participants

potentially face the problem of free-riding. Free-riding behavior has the negative effect of using up

the service resources of a system while contributing nothing to the system. Empirical studies [1][2][3]

have shown that most P2P systems consequently suffer from free-riding.

Cooperation is essential to a P2P file sharing system. However, it is difficult to promote cooper-

ation among all individual participants without an effective incentive mechanism. BitTorrent [4] is a

P2P file-distribution tool which has incentive mechanisms [5] to reduce free-riding and increase user

cooperation. Each peer can maximize its benefit within the constraints of the incentive mechanism.

The BitTorrent system is extremely popular, and is accountable for 35% of all of the traffic on the

Internet [6].

In a BitTorrent system, a file to be shared is divided into multiple small pieces, and peers can

serve other peers as soon as they have downloaded one piece of the file. In the BitTorrent system,

there are two types of peers: seeds and downloaders. Seeds are peers who have all pieces of the file

while downloaders are peers who simultaneously download and upload pieces of the file with others.

BitTorrent employs the tit-for-tat peer selection strategy to prevent free-riding and promote fairness,

where each peer uploads to a set of peers from which it has highest downloading rates. In addition

to the tit-for-tat strategy, BitTorrent also incorporates an optimistic unchoking process to probe a new

connection, where each peer randomly chooses a requesting peer to upload.

A distinguishing feature of BitTorrent are its policies for cooperation and preventing free-riding.

However, the effectiveness of these policies in reducing free-riding and unfairness has not yet been

carefully examined under practical conditions. Some studies, [7][8], indicated that BitTorrent mecha-

nisms cannot prevent free-riding and unfairness. For example, Bharambe, Herley, and Padmanabhan

[7] indicated that some peers uploaded 6.26 times as many pieces as they downloaded in BitTorrent.

Jun and Ahamad [8] showed that low bandwidth peers complete downloads in about the same amount

of time as high bandwidth peers in BitTorrent. However, they did not analyze whether there was a

reduction in free-riding in BitTorrent systems. In [9], Qiu and Srikant briefly discussed the effect of

optimistic unchoking on free-riding and found that optimistic unchoking can induce free-riding. How-
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ever, they failed to analyze the impact on free-riding that optimistic unchoking has in the BitTorrent

system.

In this paper, we study the level of free-riding on BitTorrent-like P2P file sharing systems and

the effect of free-riding on the performance of the BitTorrent system through a fluid model with two

different classes of peers. Our contributions in this paper can be summarized as follows:

• We develop a fluid model with two different classes of peers (non-free-riders and free-riders)

to capture the effect of free-riding on a BitTorrent system. With the model, we find that al-

though optimistic unchoking may induce free-riding, free-riders do not impose a major impact

through optimistic unchoking on the performance of the BitTorrent system. BitTorrent’s incen-

tive mechanism could prevent free-riding effectively in a system without seeds.

• Applying the two-class peers fluid model, we study the effect of seeds on free-riding. It is seen

that BitTorrent mechanisms may fail in preventing free-riding in a system having a large number

of seeds. This is because free-riders can benefit significantly from seeds, and BitTorrent does

not provide an effective policy for seeds to guard against free-riding.

• A seed bandwidth allocation strategy based strictly on the uploading rate of peers in the BitTor-

rent system is proposed. We prove that there exists a Nash equilibrium point with this strategy,

under which each peer achieves its maximum uploading bandwidth. From the results of the

simulation, we find that this allocation strategy not only penalizes free-riding but also quite

effectively improves the performance of contributors.

The remainder of this paper is organized as follows. In section II, related works on free-riding and

BitTorrent file sharing systems are surveyed. Section III provides a brief introduction for the BitTor-

rent system and its preliminaries. In Section IV, we analyze the incentive mechanism of BitTorrent. In

Section V, a fluid model with two classes of peers is presented to recapitulate the effect of free-riding

on a BitTorrent system. A seed bandwidth allocation strategy is proposed in Section VI. In Section

VII, simulation results are presented. Finally, we conclude this paper in Section VIII.

2 Related Work

P2P systems, as collaborative computing systems, inevitably confront the problem of free-riding.

Empirical studies [1][3] have shown prevalent free-riding in P2P file sharing systems. Research has
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been conducted to study free-riding on P2P file sharing systems [10][11][12].

Several existing P2P systems have some mechanisms built-in to encourage information sharing.

For example, KaZaA [13] considers the participation level which is calculated as the ratio between

a peer’s recent uploads and downloads. eMule [14] establishes a credit system where credits are ex-

changed between two specific nodes. BitTorrent systems, however, are built with information sharing

as one of the main objectives. Some studies have been performed on measurement and modeling of

BitTorrent-like networks. Many measurement studies [7][15][16][17][18] based on real world appli-

cations and simulations for BitTorrent show that the BitTorrent system has very good properties to

support a large number of downloaders.

In order to understand the performance of the P2P file sharing system and BitTorrent system,

many models have been presented. Ge, Figueiredo, and Jaiswal [19] and Ramachandran and Sikdar

[20] present an analytic framework to study the P2P file sharing system. In [21], Yang and Veciana

discuss a branching process for studying the transient regime of the BitTorrent system, and propose

a Markov chain model. Qiu and Srikant [9] present a simple fluid model based on the Markov chain

model proposed by [21] to describe the dynamics of the BitTorrent system. In [22], a simple math-

ematical model is developed, which models the behaviors of peers differently according to the state

they are in. In [23][24], a multiclass fluid model of BitTorrent-like networks based on [9] is proposed,

somewhat similar to the model discussed here. [23] focuses on parallel downloads in the case of a

symmetric access link, and [24] studies static resource allocation for service differentiation and band-

width diversity, which have significant differences with our work. We propose a fluid model with

two classes of peers (free-riders and non-free-riders) to study free-riding behavior on BitTorrent-like

networks. Our model studies the dynamic resource allocation, where resource assignment criteria

depends completely on BitTorrent mechanisms.

Several analytical studies of BitTorrent’s incentive mechanisms are presented in [7][8][9][22].

In [7], it is found that BitTorrent mechanisms cannot prevent a systematical fairness through a set

of simulations. Jun and Ahamad [8] provide a game-theoretic framework to explore BitTorrent’s

incentive mechanism. They show that free-riders are not punished properly, and contributors are not

rewarded appropriately. Qiu and Srikant [9] prove that a Nash equilibrium point exists with the tit-

for-tat strategy, under which each peer will upload at its maximum uploading bandwidth. Tian, Wu,

and Ng [22] find that the original tit-for-tat strategy cannot improve file availability, and an innovative

tit-for-tat strategy is proposed.
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However, the capability of BitTorrent preventing free-riding is still not fully studied. Our work

differs from the above studies in that we analyze the level of free-riding found in BitTorrent systems,

the impact of free-riding on the performance of the BitTorrent system through a fluid model, and

determine the effect of seeds on free-riding within a BitTorrent system.

3 Preliminaries

BitTorrent is a P2P application that aims to enable fast and efficient distribution and downloading

of large files. The basic idea in BitTorrent is to break down a shared file into equal-sized segments

(typically 256K) which are called pieces. A peer can download different pieces concurrently from

multiple peers while uploading various pieces to other peers.

In a BitTorrent system, the sharing file provider creates a meta file called a .torrent file, which

contains the meta-information e.g. the piece size and IP address of the so-called tracker, and then

puts the file on a web server. There are three components in the system: trackers, seeds, and down-

loaders. The tracker is a central server, which keeps track of all peers currently in the system and

collects statistics for helping peers find each other to exchange the file pieces. All peers in the system,

including seeds and downloaders, self-organize into a P2P network, which is known as a torrent.

To download a file, peers download a .torrent file from a web server to access the tracker and join

the system. The peer asks the tracker for a list of other peers so it can build up its peer set. The tracker

then returns a random list of peers (typically consists of 50 peers). This peer will establish connection

directly to peers in the peer set, which become its neighbors. In the peer set, each peer knows the

distribution of the various pieces for each peer. All the peers in the torrent will periodically report

their progress to the tracker. Each peer looks for opportunities to download pieces from and upload

pieces to its neighbors in its peer set. It chooses the pieces that are rarest amongst its neighbors in a

local rarest first policy in order to maximize the diversity of content in the system.

BitTorrent attempts to induce fairness and guard against free-riding through a tit-for-tat policy.

Under the tit-for-tat policy, each peer uploads to a fixed number of other peers (the default being four)

from which it could download at the highest downloading rate for a given time. The corresponding

algorithm is called the choking algorithm. A refusal to upload to a neighbor is called choking, and

the connections to the chosen neighbors are unchoked. Every 10 seconds, a peer recalculates the
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download rate (a rolling 20-second average) that it is receiving from its neighbor to decide who it

wants to choke and who it wants to unchoke. It then leaves the situation as is until the next 10-second

period is up. However, the seeds do not play by this strategy, because they are done downloading and

no longer have useful download rates to decide which peers to upload to. For a seed, it will simply

choose download peers to upload, which is called upload only. In addition to this peer selection

policy, BitTorrent also incorporates an optimistic unchoking policy. The optimistic unchoking policies

are further detailed in Section IV.

In [9], a fluid model, which is based on the Markov chain approach in [21], was developed for

BitTorrent-like file sharing systems. The model assumes that all peers are homogeneous, with all peers

having the same upload and download capacity. There are two states in the system: the download

state and the seed state. [9] uses a Markovian description of the system in relation to the two states

to develop the fluid model. The model is presented in [9], where the expressions of the numbers

of downloaders and seeds, and the average download time could be obtained as functions of the

parameters as the peer arrival/leave rate and the upload/download rate etc. The model gives insight

as to how the average download time and the network performance of a BitTorrent-like system is

affected by different parameters. The analysis proves that BitTorrent achieves very good scalability.

However, the model in [9] focused only on obtaining performance indexes for homogeneous peers.

In practical applications, BitTorrent confronts the problem of free-riding which is that free-riding

occupies service resources while contributing nothing. In order to capture the effect of free-riding

on a BitTorrent system, we introduce a free-riding class of peers into the fluid model in [9] that only

takes into account one class of peers with equal service capacity. Our model takes into account two

different classes of peers: one provides service capacity, the other contributes nothing to the system.

Furthermore, we adopt dynamic resource allocation to two different classes of peers, where resource

assignment criteria depend completely on BitTorrent’s mechanisms.

4 Mechanism Analysis

BitTorrent peers utilize a tit-for-tat strategy to select the upload/download peers: each peer uploads to

a set of peers that provide it the highest downloading rates. This mechanism is employed to encourage

the user to upload and guard against free-riding. In [9], it has been proved by the game theory that

there exists a Nash equilibrium point with the tit-for-tat strategy under which each peer will upload at
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its maximum uploading bandwidth.

BitTorrent also adopts a strategy called optimistic unchoking. In optimistic unchoking, each peer

randomly chooses a requesting downloader to upload regardless of its downloading rate, in addition

to maintaining connections with those peers selected by choking algorithm. The purpose of opti-

mistic unchoking is that a peer could upload to another peer that has a better downloading rate than

the ones currently downloading, and the newcomer (who has no share yet) can get bootstrapped by

downloading the first piece. However, random selection of optimistic unchoking provides an opportu-

nity for free-riders to download the file. For example, free-riders can get a downloading rate through

optimistic unchoking. We need to analyze the effect of optimistic unchoking on free-riding.

Let G{p0, p1, ..., pxn−1, q0, q1, ..., qxf−1} be a set of peers in a BitTorrent system, where xn is the

number of non-free-riders, and xf is the number of free-riders. We assume all non-free-riders have

the same uploading bandwidth, and there are no seeds in G. Let µ be the uploading bandwidth of a

non-free-rider. The total uploading rate of the system can be expressed as µxn. Let u be the number of

uploading connections of a non-free-rider, one of which is an optimistic unchoking uploading connec-

tion. The downloading rate of a connection is limited to µ
u

. According to optimistic unchoking, each

non-free-rider randomly selects a peer to upload regardless of its downloading rate. Consequently,

the total expected downloading rate of free-riders in G is

E[Df ] =
xn∑

k=0

Ck
xn

(
xf

xn + xf − u
)k(

xn − u

xn + xf − u
)xn−k(k

µ

u
)

=
xnxf

xn + xf − u
· µ

u
≈ xnxf

xn + xf

· µ

u
(1)

when xn + xf À u. We can see in (1) that free-riders can still get the downloading rate of xnxf

xn+xf
· µ

u

despite the fact that they have nothing to contribute to the system. Let ρ be the ratio of the total

downloading rate of free-riders to the total uploading rate of non-free-riders. We have

ρ =
E[Df ]

µxn

=
1

u
· xf

xn + xf

(2)

where ρ ∈ [0, 1]. We can see in (2) that free-riders may obtain a fraction of the total downloading rate

of the system.

From the above analysis, we find that current BitTorrent mechanisms fail to completely eliminate

free-riding, and free-riders can get service resources provided by non-free-riders through optimistic

unchoking. Motivated by this observation, we first analyze the impact of free-riding to a BitTorrent

system through a fluid model with two different classes of peers.
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Table 1: notations and model parameters
xn(t) number of non-free-riders in the system at time t

xf (t) number of free-riders in the system at time t

y(t) number of seeds in the system at time t

λn the arrival rate of the new non-free-rider

λf the arrival rate of the new free-rider

µ the uploading bandwidth of a peer, include non-free-riders and seeds

c the downloading bandwidth of a peer, c ≥ µ1

θ the abort rate of downloaders

γ the departure rate of seeds

η the effectiveness of the file sharing [9]

ρ(t) the ratio of the total downloading rate of free-riders to the total uploading

rate of non-free-riders in the system at time t

κ(t) the ratio of the number of free-riders to the sum number of free-riders

and non-free-riders in the system at time t

5 Modeling and Analysis

Our model is an extension of the model in [9]. In our model, download peers are divided into two

classes in a BitTorrent system: non-free-riders and free-riders. Non-free-riders can provide equal ser-

vice capacity whereas free-riders contribute nothing to the BitTorrent system. In addition, seeds also

provide equal service capacity to the system. We assume that free-riders will depart from the system

immediately after they have finished their download and have all pieces of the sharing file, because

they do not provide any service resources to others even if they were to stay in the system. Therefore,

there are three states in the system: the non-free-rider download state, the free-rider download state

and the seed state. We can obtain a Markovian description of the system in relation to the three states.

5.1 Modeling

1It is realistic that the uploading bandwidth of a host is less than his downloading bandwidth, which is consistent with

the current access technologies.
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Figure 1: General model of three states on a BitTorrent file sharing system.

A glossary of the model notations and parameters is listed in Table 1. Figure 1 shows a general model

of three states (the non-free-rider download state, the free-rider download state and the seed state),

the rate at which users flow into and flow out of three states, and the fraction of allocated bandwidth

of users in three states on a BitTorrent file sharing system. In our model, the arrival process of the

new non-free-rider and free-rider is modeled as a Poisson process with an arrival rate λn and λf

respectively, i.e new non-free-riders and free-riders flow into the non-free-rider download state and

the free-rider download state respectively with the rate λn and λf . The parameter η is used to indicate

the efficiency of the file sharing, and it has been proved to be close to 1 in [9]. The efficiency of

the file sharing of free-riders is equal to zero. At time t, the total uploading rate of the system is

µ(ηxn(t)+ y(t)). All non-free-riders and free-riders share the total uploading bandwidth provided by

non-free-riders and seeds. ρ(t) gives a non-free-rider uploading bandwidth assignment criterion for

free-riders. Applying the expression of (2), we have

ρ(t) =
1

u
· xf (t)

xn(t) + xf (t)
(3)

where ρ(t) ∈ [0, 1]. A seed will uniformly assign its uploading bandwidth to every downloader no

matter if it is the free-rider or not. Hence, the seed uploading bandwidth assignment criterion for

free-riders is

κ(t) =
xf (t)

xn(t) + xf (t)
(4)

where κ(t) ∈ [0, 1]. Therefore, the total downloading rate of non-free-riders is µ[(1− ρ(t))ηxn(t) +

(1 − κ(t))y(t)], and the total downloading rate of free-riders is µ[ρ(t)ηxn(t) + κ(t)y(t)]. The total
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downloading rate of non-free-riders and free-riders cannot exceed cxn(t) and cxf (t) respectively, so

we have:

Dn(t) = min{cxn(t), µ(1− ρ(t))ηxn(t) + µ(1− κ(t))y(t)}
Df (t) = min{cxf (t), µρ(t)ηxn(t) + µκ(t)y(t)} (5)

where Dn(t) and Df (t) denote the total downloading rate of non-free-riders and free-riders respec-

tively at time t, i.e. the rate at which non-free-riders and free-riders flow out of the non-free-rider

download state and the free-rider download state respectively after they have finished their download.

θxn(t) and θxf (t) are the rate at which non-free-riders and free-riders depart the non-free-rider down-

load state and the free-rider download state respectively without having downloaded the entire file.

The non-free-rider will flow into the seed state with the rate Dn(t) after they have downloaded the

sharing file completely. Seeds leave the system according to an exponential distribution with the rate

γ. Hence, the rate of change of the number of non-free-riders, free-riders, and seeds is given by the

following equations:

dxn(t)

dt
= λn − θxn(t)−Dn(t)

dxf (t)

dt
= λf − θxf (t)−Df (t)

dy(t)

dt
= Dn(t)− γy(t) (6)

These equations (6) define a simple description of the evolution for the three states of the system

dynamics.

5.2 Steady-state performance analysis and discussion

To study the steady-state system performance, we assume that limt→∞ xn(t), limt→∞ xf (t) and limt→∞ y(t)

exist, i.e.

lim
t→∞

xn(t) = x̄n, lim
t→∞

xf (t) = x̄f , lim
t→∞

y(t) = ȳ

where x̄n, x̄f and ȳ are the equilibrium values of xn(t), xf (t) and y(t) respectively. Under the steady

state t →∞, we have

dxn(t)

dt
=

dxf (t)

dt
=

dy(t)

dt
= 0.
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To simplify the model, we assume that the download peer will never abort the system (θ = 0). We

first examine the situation when the download peer will leave the system immediately upon complet-

ing the sharing-file download (γ →∞), i.e. there are no seeds to provide uploading bandwidth in the

system. We are interested in the worst situation, where peers are not willing to cooperate and provide

more service capacity. Hence, the steady-state equations are given by

0 = λn −min{cx̄n, µ(1− ρ̄)ηx̄n)}
0 = λf −min{cx̄f , µρ̄ηx̄n} (7)

where

ρ̄ =
1

u

x̄f

x̄n + x̄f

(8)

where ρ̄ is the equilibrium value of ρ(t) and ρ̄ ∈ [0, 1].

Theorem 1 When c ≥ µ and xn, xf ∈ [0, +∞), we have cx̄n 6< µ(1− ρ̄)ηx̄n, and cx̄f 6< µρ̄ηx̄n

Proof: If cx̄n < µ(1 − ρ̄)ηx̄n, we have c < µη(1 − ρ̄) because x̄n is non-negative. It is easy to see

that c < µη(1− ρ̄) < µ because 0 ≤ (1− ρ̄) ≤ 1 and 0 ≤ η ≤ 1, which contradict with c ≥ µ.

If cx̄f < µρ̄ηx̄n, we have c < µη 1
u

x̄n

x̄n+x̄f
because ρ̄ = 1

u

x̄f

x̄n+x̄f
. It is easy to see that c <

µη 1
u

x̄n

x̄n+x̄f
< µ, because 0 ≤ x̄f

x̄n+x̄f
≤ 1 and u ≥ 1, which contradict with c ≥ µ.

Therefore, theorem 1 is true. 2

The implication of theorem 1 is that the downloading rate is not a bottleneck for either non-free-

riders or free-riders when the uploading bandwidth of a peer is less than its downloading bandwidth

(c ≥ µ). In other words, there is no constraint on the downloading rate in a realistic situation. Solving

equations (7) under condition of cx̄n ≥ µ(1− ρ̄)ηx̄n and cx̄f ≥ µρ̄ηx̄n, we obtain

x̄n =
λn

µη
· 1

1− α
, x̄f =

λf

µη
· 1

1
u
− α

(9)

where α =
λf

λn+λf
and 1

u
> α. In (9), we see that equations (7) have a unique solution, and there exists

an equilibrium point (x̄n, x̄f ). However, if 1
u

< α, the value of x̄f is negative, which does not exist as

a realistic situation, i.e. the free-rider does not have an equilibrium value and limt→∞ xf (t) does not

exist. Hence, we consider that 1
u

is the threshold value of α, where the equilibrium value of free-riders

exists.
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Figure 2: (a) The average download time of non-free-riders, free-riders and system with varying α.

(b) For different the values of u, the average download time of the non-free-rider with varying values

of α.

Theorem 2 Let Tn and Tf be the average download time of non-free-riders and free-riders respec-

tively, and T be the average download time of the system. When there are no seeds in the system, we

have the following results:

Tn =
1

µη
· 1

1− α
, Tf =

1

µη
· 1

1
u
− α

, T =
1

µη
[1 +

1
1

uα
− 1

] (10)

Proof: In [9], the Little’s law [25] was used to evaluate the average download time for a peer in

the steady-state as λ−θx̄
λ

x̄ = (λ − θx̄)T (T is the average download time). Similarly, in our model,

the average download time of non-free-riders and free-riders in the system is given respectively by

Tn = x̄n

λn
, and Tf =

x̄f

λf
. The probability that a peer who just completed its download job is a free-rider

is ρ̄, and the probability that it is a non-free-riding peer is (1 − ρ̄). Therefore, the average download

time of the system is given by T = (1− ρ̄)Tn + ρ̄Tf . Based on the expression of (8)(9), the results of

Theorem 2 can be easily derived. 2

The model coupled with an efficient method provides us with the ability to explore the perfor-

mance of the system and capture the effect of free-riding on a BitTorrent system. Figure 2(a) plots the

average download time of non-free-riders, free-riders and system with varying values of α, given the

number of uploading connections of a peer u as 5. In Figure 2(a), we find that the average download

time of free-riders Tf is always larger than the average download time of non-free-riders Tn, and there

is a sharp increase in Tf with increasing α. Tn also increases, but it is not dramatic and there is little
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change when α is not very large. In addition, when α ≥ 0.2, i.e. 1
u

, the average download time of free-

riders does not exist because some free-riders can not finish their download job. This is because with

increasing α, there will be fewer peers to contribute service resources so that free-riders can not get

enough service resources to download the entire file. However, non-free-riders can always get enough

service resources to finish its download job, except at α = 1. It is shown that BitTorrent mechanisms

are capable of guarding against free-riding effectively in a system without seeds, and free-riders do

not impose a major impact through optimistic unchoking on the performance of non-free-riders.

Figure 2(b) plots the average download time of free-riders with varying values of α when u is

given a value of 1, 2, 5 or 10. From the figure, we find that, as u increases, the average download

time of free-riders increases as well, and the threshold value of α decreases. When u = 1, non-free-

riders and free-riders can gain the same service resources. All free-riders can finish their download

job the same as non-free-riders. However, as u increases, service resources that free-riders can gain

will decrease sharply, so that it is more and more difficult for free-riders to finish their download job.

For example, the value of α has to be less than 0.1 when the value of u is 10. Therefore, it is easily

seen that increasing u can better guard against free-riding. However, the large number of uploading

connections of a peer will lead to more time-outs and result in poor performance because multiple

TCP connections have to share the same bandwidth [9]. In a BitTorrent system, the value of u is

set to 5, which not only better guards against free-riding but also avoids more time-outs and poor

performance, a result of multiple TCP connections.

We have previously assumed that γ → ∞. However, in practical applications, many peers are

likely to stay in the system after they have completed their download, and act as a seed to serve

others. Hence, free-riders can get the downloading rate from seeds to finish the download job even if

BitTorrent mechanisms can prevent them completely from getting service resources from other down-

loaders. Based on this consideration, we will now discuss the effect of free-riding when parameters γ

should be introduced. To simplify the model, we assume that each peer has a limited upload capac-

ity, and network capacity is assumed to be unconstrained, i.e. c = ∞ [21]. Hence, the steady-state

equations are given by

0 = λn − [µ(1− ρ̄)ηx̄n + µ(1− κ̄)ȳ]

0 = λf − (µρ̄ηx̄n + µκ̄ȳ)

0 = [µ(1− ρ̄)ηx̄n + µ(1− κ̄)ȳ]− γȳ (11)

where
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ρ̄ =
1

u

x̄f

x̄n + x̄f

, κ̄ =
x̄f

x̄n + x̄f

where ρ̄ and κ̄ are the equilibrium values of ρ(t) and κ(t) respectively, and ρ̄, κ̄ ∈ [0, 1]. Solving

Equations (11), we obtain

x̄n =
λn

µη
(

1

1− α
− µ

γ
), x̄f =

λf

µη
[

1
1

1
1−α

−µ
γ

− (1− 1
u
)
], ȳ =

λn

γ
(12)

when γ > µ
1−α

. We set c = ∞ previously. However, if the seed-leaving rate γ is smaller than 1
1−α

µ,

then downloading bandwidth c will determine the network performance even though c may be very

large [9]. Hence, we have

x̄n =
λn

c
, x̄f =

λf

c
(13)

when γ ≤ µ
1−α

. The system has an equilibrium point (x̄n, x̄f , ȳ). If α < 1 − 1
u

u−1
+µ

γ
, the free-rider

does not have an equilibrium value, i.e. limt→∞ xf (t) does not exist.

Theorem 3 Let Tn and Tf be the average download time of non-free-riders and free-riders respec-

tively in a BitTorrent system with seeds. We have the following results:

when γ >
µ

1− α
, Tn =

1

µη
(

1

1− α
− µ

γ
), Tf =

1

µη
[

1
1

1
1−α

−µ
γ

− (1− 1
u
)
] (14)

when γ ≤ µ

1− α
, Tn =

1

c
, Tf =

1

c
(15)

Proof: See proof of Theorem 2. 2

We know that when the departure rate of seeds decreases, the number of seeds will increase in the

system, and more service resources are provided to downloaders. In Figure 3(a), we plot the ratio of

the average download time of non-free-riders and free-riders with varying departure rate of seeds γ,

given the number of uploading connections of a peer u as 5. We observe that the ratio between Tn and

Tf will increase when the departure rate of seeds γ decreases. When γ decreases to 1
1−α

µ, free-riders

and non-free-riders have the same average download time (the average download time is determined

by downloading bandwidth c). As γ decreases, free-riders may get more service resources from seeds

and download faster while non-free-riders will get less service resources from seeds and download

slower. It is shown that BitTorrent mechanisms may not succeed in producing a disincentive for free-

riding in a system having a large number of seeds, and free-riders can get a great deal of benefit from
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Figure 3: (a) The ratio between the average download time of non-free-riders and free-riders as the

departure rate of seeds γ varies. (b) The threshold value of α as the departure rate of seeds γ varies.

seeds. In addition, when α increases, the ratio between Tn and Tf will decrease because the average

download time of free-riders will increase just like in the system without seeds.

Figure 3(b) plots the threshold value of α as the departure rate of seeds γ varies. As in a no-

seed system, when α is increased to a threshold value, the free-rider cannot download the sharing file

completely. In Figure 3(b), we find that the threshold value of α will increase as the departure rate

of seeds γ reduces. It is shown that when there is a greater number of seeds, it is more helpful to

free-riders to download the sharing file.

From the above modeling analysis, in a BitTorrent system, although Optimistic Unchoking can

potentially result in unfairness and induce free-riding, free-riders can only obtain a few service re-

sources under optimistic unchoking. However, the majority of service resources for free-riders is

from seeds. The tit-for-tat strategy does not adapt to seeds and there is no policy to guard against

free-riding. Seeds will uniformly assign their resources to every downloader. Although seeds are

volunteered to serve others whether they are free-riders or not, the potential for directly harming non-

free-riders if free-riders occupy many service resources provided by seeds still exists, which is unfair

to non-free-riders. In [26], authors developed a scenario that the free-riders can completely ignore

downloaders, and only attempt to connect and download pieces from seeds by modifying an existing

BitTorrent client. Motivated by this observation, we believe it is important for the system to establish

an effective mechanism to prevent free-riders from getting more service resources from seeds.
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6 Proposed BitTorrent Modification

In this section, we propose a seed bandwidth allocation strategy, where seeds provide service differ-

entiation based on the contribution of individual peers. Our strategy target is that a downloader that

provides more service to the system will be granted a higher benefit than downloaders that provide

less service when some downloaders asks for a downloading file from a seed.

To provide incentive, the seed bandwidth allocation strategy takes into account the contribution

of downloaders. We define the uploading rate of downloaders as the contribution of the downloader.

Decisions to allocate bandwidth of seeds are based strictly on the current uploading rate of down-

loaders. When some downloaders attempt to establish connections to a seed for downloading the file,

the seed retrieves the uploading rate (a rolling 20-second average uploading rate) of every request-

ing downloader from neighbors of downloaders though a tracker which maintains the information

of neighbors of downloaders, and then allocates its uploading bandwidth to requesting downloaders

based on their uploading rate. Like BitTorrent’s choking algorithm, each seed reallocates its uploading

bandwidth every ten seconds. To ensure the trust of feedback from neighbors of downloaders, we as-

sume there is a reputation mechanism in the BitTorrent system to monitor peers, such as DRBTS[27]

or EigenTrust[28]. Therefore, each peer is truthful in reporting and there is no collusion among peers.

This way, no issue of false-praise (over-reporting) or badmouthing (under-reporting) will occur, and

the neighbors will accurately report the behavior of their peers.

In the remainder of this section we discuss how a seed implements a mechanism to distribute

its uploading bandwidth among all its requesting downloaders. Note that the network capacity is

assumed to be unconstrained, i.e. there are no constraints on downloading bandwidth.

6.1 Allocation mechanism

We begin with N downloaders requesting a seed with fixed upload bandwidth. Let W be the upload-

ing bandwidth of the seed. Downloaders that request a file download from the seed are denoted as

N1,N2,...,NN , where N is the number of requesting downloaders. The uploading bandwidth W of the

seed is allocated depending on the contribution of requesting downloaders. We assume that ci is the

contribution value of the requesting downloader Ni. Then, c = [c1...cN ] represents all contribution

values of requesting downloaders. If ci ∈ <, then c is a vector of N elements. Figure 4 shows the
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Figure 4: Framework of the seed bandwidth allocation.

framework of the seed bandwidth allocation.

Let xi (xi ≥ 0) denote the uploading bandwidth of the seed allocated to the downloader Ni, and

then x = [x1...xN ] is a vector of the bandwidth allocation for all N requesting downloaders. In our

design, we want our allocation to be proportionally fair by the contribution value c, i.e. a downloader

receives downloading rate from the seed in proportion to its own uploading rate to the system. This

holds if for any other bandwidth allocation vector x′, the aggregate of weighted proportional changes

is zero or negative [29]:

N∑
i=1

ci
x′i − xi

xi

≤ 0 i = 1, 2, ..., N

where
N∑

i=1

xi = W , and ci denotes the weights, i.e. the contribution values.

We assume that each downloader has a utility function, which represents the degree of satisfac-

tion for receiving certain allocated uploading bandwidth. Let Ui(xi) be the utility of the downloader

Ni, given an uploading bandwidth allocation xi. The utility may be a characterization of the esti-

mated performance as a function of a given uploading bandwidth. We make the following assumption

regarding Ui:

For all i ∈ {1, 2, ..., N}, the utility function Ui(xi) is continuously differentiable, monotonically

increasing (U ′
i(xi) > 0) , and concave (U ′′

i (xi) ≤ 0).

Given complete knowledge, the objective for the seed bandwidth allocation can be solved as fol-
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lows:

max

N∑
i=1

Ui(xi)

s.t.
N∑

i=1

xi = W i = 1, 2, ..., N (16)

An optimal solution x∗ = [x∗1, x
∗
2, ..., x

∗
N ] exists for (16), because the objective function

N∑
i=1

Ui(xi)

is continuous, strictly increasing and concave.

The utility function that we have chosen for downloader Ni is

Ui(xi) = ci log(1 + xi) (17)

which satisfies our assumption, and closely resembles the utility function of proportionally fair allo-

cation in [29] but has Ui(0) = 0.

Theorem 4 There exists the unique optimal solution x∗ = [x∗1, x
∗
2, ..., x

∗
N ] to solve the following opti-

mization problem:

max
N∑

i=1

ci log(1 + xi)

s.t.
N∑

i=1

xi = W i = 1, 2, ..., N (18)

Proof: For all i, i=1,2,...,N, we have

∂2Ui

∂x2
i

= − ci

(1 + xi)2
< 0 i = 1, 2, ..., N

∂2Ui

∂xi∂xj

= 0 i, j = 1, 2, ..., N

The Hessian matrix of the utility function Ui is:

∇U2
i =




∂2U1

∂x2
1

∂2U1

∂x1∂x2
. . . ∂2U1

∂x1∂xN

∂2U2

∂x2∂x1

∂2U2

∂x2
2

. . . ∂2U2

∂x2∂xN

...
...

...
...

∂2UN

∂xN∂x1

∂2UN

∂xN∂x2
. . . ∂2UN

∂x2
N




=




− ci

(1+x1)2
0 . . . 0

0 − ci

(1+x2)2
. . . 0

...
...

...
...

0 0 . . . − ci

(1+xN )2
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It is now easy to see that ∇U2
i is negative definite, and thus Ui is strictly concave. Therefore, the

optimization problem (18) allows a unique optimal solution.

We have the Lagrangian function:

L(x, λ) =
N∑

i=1

ci log(1 + xi)− λ(
N∑

i=1

xi −W )

where λ is the Lagrangian multiplier.

∂L

∂xi

=
ci

(1 + x∗i )
− λ = 0 i = 1, 2, ..., N

∂L

∂λ
=

N∑
i=1

x∗i −W = 0

There exists a non-negative Lagrangian multiplier λ that the above conditions are satisfied:

λ =
ci

(1 + x∗i )
i = 1, 2, ..., N

When x∗i ≥ 0, i = 1, 2, ..., N , it follows that

ci

(1 + x∗i )
=

cj

(1 + x∗j)
i, j = 1, 2, ..., N

This can be rewritten as:

(1 + x∗j)

(1 + x∗i )
=

cj

ci

i, j = 1, 2, ..., N

To determine the bandwidth allocation strategy, we have

N∑

k=1

(1 + x∗k)
(1 + x∗i )

=
N∑

k=1

ck

ci

i.e.
(1 + x∗i )

N∑
k=1

(1 + x∗k)
=

ci

N∑
k=1

ck

and then x∗i can be expressed as:

x∗i =
ci

N∑
k=1

ck

(
N∑

k=1

x∗k + N)− 1 =
ci

N∑
k=1

ck

(W + N)− 1 (19)

x∗i (i = 1, 2, ..., N) is the unique optimal solution of optimization problem (18). 2
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Equation (19) provides a bandwidth allocation policy of the seed among all requesting download-

ers. In the equation (19), since x∗i ≥ 0, we note that ci should not be too small and far from the average

contribution value. The downloader who provides a smaller contribution value will be dropped. If

∃xi < 0, i ∈ {1, 2, ..., N}, the requesting downloader Ni will be dropped, and then the seed reallo-

cates its uploading bandwidth to other requesting downloaders except Ni. This step will be repeated

until all allocated uploading bandwidths are not smaller than zero, i.e. xi ≥ 0, i = 1, 2, ..., N .

The Seed Bandwidth Allocation Policy:

Instance: All requesting downloaders set N = {N1, N2, ..., NN}, the contribution value set c = [c1...cN ], and
the bandwidth allocation set x = [x1...xN ].

1. The seed retrieves the uploading rate c of every requesting downloader Ni, Ni ∈ N from neighbors of
downloaders.

2. The seed assigns its uploading bandwidth W to the requesting downloader Ni,∀Ni ∈ N according to
the equation (19), and get xi, xi ∈ x.

3. If ∃xi < 0, xi ∈ x, then N = N −Ni and xi = 0.

4. Repeat step 2 until ∀xi ≥ 0, xi ∈ x.

Note that the requesting downloader whose contribution value is zero (i.e. contributes nothing

to the system) will be dropped for certain, and cannot obtain any downloading rate from the seed.

Thusly, the contribution value of downloaders must be larger than zero (at least) in order to obtain

downloading rate from the seed, i.e. ci > 0.

Theorem 5 For any two requesting downloaders Ni, Nj ( i, j ∈ {1, 2, ..., N}), we have

if ci ≥ cj then Ui(xi) ≥ Uj(xj)

Proof: According to equation (19), if ci ≥ cj then xi ≥ xj . Therefore (1 + xi) ≥ (1 + xj) ⇒
log(1 + xi) ≥ log(1 + xj)⇒ ci log(1 + xi) ≥ cj log(1 + xj)⇒ Ui(xi) ≥ Uj(xj) 2

In Theorem 5, we know that the seed bandwidth allocation policy provides a higher utility for

requesting downloaders who have the higher uploading rate. Therefore, our allocation policy provides

an incentive in the BitTorrent system.
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6.2 Nash equilibrium

We now consider whether all requesting downloaders are satisfied under our seed bandwidth alloca-

tion policy. In the game theory, this is determined by seeing whether there exists a Nash equilibrium

c∗ = [c∗1, c
∗
2, ..., c

∗
N ] where c∗ > 0. At the Nash equilibrium, no single downloader wishes to de-

viate from its contribution value or have incentive to change his strategy because the contribution

value of each requesting downloader is the best response to the contribution value of other requesting

downloaders.

We adopt the notation c−i to denote the vector of all requesting downloaders other than ci, i.e.

c−i = [c1, c2, ..., ci−1, ci+1, ..., cN ]. Suppose that all requesting downloaders have the same physical

uploading bandwidth µ (i.e. maximum uploading bandwidth), and then ci ∈ [0, µ],∀i ∈ {1, 2, ..., N}.

A Nash equilibrium of game defined by (U1, U2, ..., UN) for all requesting downloaders Ni is

Ui(c
∗
i ; c

∗
−i) ≥ Ui(ci; c

∗
−i)

where ci ∈ [0, µ], i = 1, 2, ..., N and c∗−i > 0.

Because the utility function Ui(xi) is continuously differentiable, monotonically increasing, and

concave, every requesting downloader’s optimal response is captured in its bandwidth allocation func-

tion x∗i (c), i.e. the equation (19). Therefore, we can use x∗i (c) as a tool to evaluate the existence of a

Nash equilibrium. Therefore, we have

xi(c
∗
i ; c

∗
−i) ≥ xi(ci; c

∗
−i)

where ci ∈ [0, µ], i = 1, 2, ..., N and c∗−i > 0.

Therefore, the game defined by (U1, U2, ..., UN) can be expressed as the following constraint op-

timization problem:

max xi(ci, c
∗
−i) =

ci

ci +
∑

c∗−i

(W + N)− 1

s.t. ci ∈ [0, µ] i = 1, 2, ..., N. (20)

Theorem 6 xi(c)(i = 1, 2, ..., N) is a continuous function of c > 0. For any c∗−i > 0, xi(c) is strictly

increasing and concave in ci ∈ [0, µ].

21



Proof: From the equation (19), we know that xi(ci, c
∗
−i) is continuously differentiable in ci ≥ 0. For

any c∗−i > 0, we have

∂xi(ci, c
∗
−i)

∂ci

= (W + N)[
1

ci +
∑

c∗−i

− ci

(ci +
∑

c∗−i)
2
] > 0

∂2xi(ci, c
∗
−i)

∂c2
i

= (W + N)[
2ci

(ci +
∑

c∗−i)
3
− 2

(ci +
∑

c∗−i)
2
] < 0.

Thus xi(ci, c
∗
−i) is strictly increasing and concave for ci ∈ [0, µ], which implies that xi(ci, c

∗
−i) has

a unique optimal solution c∗i in ci ∈ [0, µ] where i = 1, 2, ..., N that satisfies xi(ci; c
∗
−i) < xi(c

∗
i ; c

∗
−i)

for ∀ci ∈ [0, µ] and ci 6= c∗i . 2

Theorem 6 establishes concavity and continuity of xi(c) where i = 1, 2, ..., N , which guarantees

the existence of a Nash equilibrium c∗ for game.

Theorem 7 The strategy c∗i = µ for the requesting downloader Ni where i = 1, 2, ..., N , is a Nash

equilibrium.

Proof: Let us consider the constraint optimization problem (20). We have the Lagrangian function:

Li(ci, λ) =
ci

ci +
∑

c∗−i

(W + N)− 1− λ(ci − µ)

where λ is the Lagrangian multiplier. The Kuhn-Tucker condition requires that there exists a non-

negative Lagrangian multiplier to satisfy the following conditions:

∂Li

∂ci

= (W + N)[
1

N∑
i=1

c∗i

− c∗i

(
N∑

i=1

c∗i )2

]− λ = 0

0 = λ(c∗i − µ)

If c∗i < µ then λ = 0, and then
N∑

i=1

c∗i = c∗i . But we have c∗−i > 0, which is a contradiction.

Therefore, an optimal solution for c∗i < µ does not exist. If c∗i = µ, there exists a non-negative

Lagrangian multiplier λ, and a unique optimal solution exists in c∗i = µ. For any Ni where i =

1, 2, ..., N , if ci < µ and ci ∈ [0, µ], then xi(ci; c
∗
−i) < xi(µ; c∗−i). Therefore, the strategy c∗i = µ for

the requesting downloader Ni where i = 1, 2, ..., N , is a Nash equilibrium. 2
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To maximize the download rate from seeds, each downloader will increase its uploading band-

width to the system until it reaches its maximum limit. At that point, it will refrain from changing

its uploading bandwidth. When each requesting downloader achieves its maximum uploading band-

width, there exists a Nash equilibrium. Therefore, our allocation policy implements an incentive to

downloaders to contribute its uploading bandwidth to the system.

7 Simulation Results

In this section, we present the results generated by performing two sets of simulations. Our purpose is

to validate our analysis and support our seed bandwidth allocation strategy, as discussed in Sections

V and VI.

7.1 Model validation

In this simulation, we study the results from a discrete-event simulation of a BitTorrent-like network.

In the simulated network, we allow peers to dynamically join or leave the system. The arrival process

of peers is a Poisson process. A peer can depart from the system after finishing their download and

obtaining all pieces of the sharing file. We set the served file size as 50M , which is divided into

200 pieces and 256K per piece. The uploading bandwidth of non-free-riders and seeds is set as

500Kbps and there are no constraints on the downloading bandwidth. The number of concurrent

upload transfers of each peer is 5. One initial seed is inserted into the system in order to bootstrap the

system, and 1000 downloaders will join the system.

In Figure 5(a), we plot the average download time of non-free-riders Tnand free-riders Tf with

varying arrival rates of free-riders λf and set λn = 4, 8, 16 respectively. We set γ → ∞, i.e. non-

free-riders will leave the system at once as soon as they have downloaded the file completely. From

the figure, we can see that the average download time of free-riders Tf increases sharply while the

average download time of non-free-riders Tn remains nearly unchanged as the value of λf increases

or the value of λn decreases, which implies that BitTorrent mechanisms are successful in penalizing

free-riding, in effect by increasing the download time of free-riders, which supports our modeling

results.
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Figure 5: (a) The average download time of non-free-riders Tn and free-riders Tf with varying arrival

rates of free-riders λf , and γ → ∞. (b) The ratio between the average download time of non-free-

riders and free-riders Tn/Tfas the departure rate of seeds γ varies.

In Figure 5(b), we set λn = 4, 8, 16 respectively and λf = 1. It can be observed that with the

decreasing of the departure rate of seeds γ, the ratio between the average download time of non-free-

riders and free-riders will increase. Free-riders will download faster as the number of seeds in the

system increases, and may even download faster than non-free-riders with a high number of seeds,

as shown in our modeling results in Figure 3(a). We believe this is because the BitTorrent system

does not provide an effective mechanism for seeds to guard against free-riding. Moreover, when λn

increases, the ratio between Tn and Tf will increase, as our modeling analysis shows.

7.2 Impact of the seed bandwidth allocation strategy

In this simulation, we use the same discrete-event simulator in the first simulation to study the seed

bandwidth allocation strategy based strictly on the contribution of downloaders in a BitTorrent-like

network. Our purpose is to evaluate the performance of the system when the seed employ the band-

width allocation strategy and the original BitTorrent mechanisms.

We have the same setting as the first simulation. From Figure 6, we find that when the seed

bandwidth allocation strategy is employed, the ratio between the average download time of non-free-

riders and free-riders will decrease as the departure rate of seeds γ decreases. Furthermore, we observe

that the average download time of non-free-riders is apparently smaller than that of free-riders, i.e.
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Figure 6: The ratio between the average download time of non-free-riders and free-riders Tn/Tf as

the departure rate of seeds γ varies under each seed playing the seed bandwidth allocation strategy.

.

non-free-riders always download faster than free-riders regardless of the number of seeds.

We compare the effect of the two strategies, ie, our bandwidth allocation strategy and the original

BitTorrent mechanisms, on the average download time of free-riders and non-free-riders, and the

results are shown in Figure 7(a) and Figure 7(b). we set λn = 8 and λf = 1. From Figure 7(a),

we find that the average download time of free-riders is not shortened with the increasing of the

number of seeds by employing the seed bandwidth allocation strategy, and the average download time

of free-riders is increased compared with that using original BitTorrent mechanisms, which implies

that the seed bandwidth allocation strategy is successful in penalizing free-riding and preventing free-

riders from getting the downloading rate from seeds. In Figure 7(b), it is observed that the average

download time of non-free-riders with the seed bandwidth allocation strategy is apparently shorter

than that without this strategy, and non-free-riders will download faster with a high number of seeds.

From the result found in the simulation, we can see that the seed bandwidth allocation strategy not

only penalizes free-riding but also is helpful to contributing peers.

In above simulations, we study the impact of the seed bandwidth allocation strategy in a set-

ting consisting of a homogeneous collection of non-free-riders. In this simulation, we evaluate the

seed bandwidth allocation strategy when non-free-rider bandwidth is heterogeneous. The upload-

ing bandwidth of seeds is 500Kbps, and upload rates of non-free-riders are distributed uniformly

over [200,500]. We compare the effect of our bandwidth allocation strategy and the original BitTor-
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Figure 7: The average download time of (a) free-riders (b) non-free-riders under each seed playing

the seed bandwidth allocation strategy and BitTorrent mechanisms.

rent mechanisms on the average download time of free-riders and non-free-riders, and the results are

shown in Figure 8(a) and Figure 8(b). From Figure 8 we can see that, just as in a homogeneous

environment, the average download time of free-riders is not shortened with an increase in the num-

ber of seeds by employing the seed bandwidth allocation strategy (Figure 8(a)) while non-free-riders

will download faster than that without this strategy (Figure 8(b)), when non-free-rider bandwidth is

heterogeneous. Therefore, the seed bandwidth allocation strategy can prevent free-riding effectively,

and improves the performance of contributors not only in homogeneous environments but also in

heterogeneous environments.

We compare the average download time of peers with various uploading bandwidths. We set there

are an equal number of peers with 100Kbps, 200Kbps, 500Kbps, and 800Kbps uploading bandwidth.

The uploading bandwidth of seeds is 500Kbps, and seeds don’t leave the system (γ = 0). From Figure

9, we find that the average download time of peers with the high uploading bandwidth is shorter than

that of peers with the low uploading bandwidth. The average download time of peers with the high

uploading bandwidth is shortened while the average download time of peers with the low uploading

bandwidth is prolonged by employing the seed bandwidth allocation strategy. From the results found

in the simulation, we can see that the seed bandwidth allocation strategy implements an incentive to

peers to contribute services to the system.
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Figure 8: In heterogeneous environment, the average download time of (a) free-riders (b) non-free-

riders under each seed playing the seed bandwidth allocation strategy and BitTorrent mechanisms.

8 Conclusion

In this paper, we first investigate the choking algorithm and optimistic unchoking of the BitTorrent

mechanisms. We find that BitTorrent mechanisms could not completely eliminate free-riding. Free-

riders can still get a downloading rate from contributors through optimistic unchoking. To further

elucidate the effect of free-riding, we developed a fluid model with two different classes of peers.

We find that the effect of optimistic unchoking on free-riding does not significantly impact the per-

formance of the BitTorrent system. BitTorrent’s incentive mechanism is successful in preventing

free-riding in a system without seeds. However, BitTorrent mechanisms may not succeed in produc-

ing a disincentive for free-riding in a system having a large number of seeds, because free-riders can

get a great deal of benefit from seeds and BitTorrent does not have an effective mechanism for seeds

to guard against free-riding. Thus, we present a seed bandwidth allocation strategy based strictly on

the uploading rate of peers in the BitTorrent system to prevent free-riders from getting benefit from

seeds. Our simulation results validate our analysis, and show that the seed bandwidth allocation strat-

egy not only guards against free-riding effectively but also quite effectively improves the performance

of contributors.

In the future, we plan to extend our model to heterogenous peers with different utility functions.

We will also conduct more exhaustive simulations to confirm the robustness of the seed bandwidth

allocation strategy. Further, we will validate our analysis and evaluate the proposed policy through

empirical experimentation under a real environment.
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