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Problem 6  [25 points]
((This is the same problem es Exercise 28.1-7, except that in that exercise the
comparators are already sorted.))

Professor Bumstead draws an n-input comparison network with m com-
parators according to the following conventions. The lines of the network go
lefi-to-right, and comparators are drawn vetically to connect two lines. The
network is drawn on an underlying grid, so that each comparator occupies
one of at most m columns. Comparators can share columns, but they do not
overlap. An example of such a drewing is given below for 2 d-input sorting
newwork.

The professor represents a given drawing as a list L of triples, in which each
triple (z,y,c) represents & comparator connecting line z to line y in column
c. For example,  representation of the sorting network above might be the
Tist L= ((2,4,3),(1,3,2),(1,2,1),(2,3,4),(3,4,1)). Describe an eficient al-
gorithm to determine the depth of & comparison network, where the input
is the professor’s representation of a drawing of the network. Analyze your
algorithm in terms of m and 7.

Answer:
Time Algorithm
O(m) Sort the comparators by colrn Idex USIng COUTRE sort
0o(n) Set dlz] =0forz=1,...,n
o(m) for each comperator (z,y,¢) in the sorted order
do dlz] — dfy] — max(dlz], dy]) + 1
ofm) Depth = max, dz]
O(m+m)
total

‘This algorithm is implicitly finding the longest path on a dag of the com-
parators (in which an edge connects each comparator to the comparators that
need its outputs). Even though we don’t explicitly construct the dag, the
above sort produces a topological sort of the dag.
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Problem 7 [76 points]

Circle T or F for each of the following statements to indicate whether the
statement is true or false, respectively. If the statement is correct, bricfy
state why. If the statement is wrong, correct it. The more content y
provide in your justification or correction, the higher your grade, but be brief
One-sentence explanations should suffice.

T F For any asymptotically nonnegative function f(n), we have
f(m) +o(f(n)) = O(f(n)) -
Answer: TRUE:
since f(n) +o(f(n)) = f(n) + O(f(n))

O ()

T F By Case 2 of the Master Theorem, the solution to the recurrence
T(n) = 3T(n/3) +O(ign) is T(n) = O(nlgn).
Answer: FALSE:  T(n) = ©(n) by case 1

T F By reducing the problem of sorting to the problem of building a heap,
one can prove that building an n-clement heap takes time Q(nlgn)
in the worst case.
Answer: FALSE:
Building an n-element heap takes time ©(n) in the worst case,
Sorting argument proves that building an n-clement heap and then
estracting . elements takes time Q(nlgn) in the worst case.

T F The worst-case running time of randomized quicksort on an array
length 7 is Q(n?).
Answer: TRUE: You might be unlucky such that you patition
azound the minfmum (o maximum) element each time, giving the
recurrence T() = T(n ~ 1) + ©(n) = ©(n?)

T F The (Ign)th smallest number of n unsorted numbers can be deter-
mined in O(n) worst-case time.
Answer: TRUE: The worst-case linear-time SELECT procedure in
the book can find the ith smallest element (for any 1) in O(n) time.

T F By carefully selecting the n keys to be stored in & hash table of size
m 2 n with universal heshing, an adversry can make retrieval of
one key take Q(n) time.
Answer: FALSE: Adversary can't pick keys for slow retrieval
since we choose a random hash function.

T F A binary search tree on n integer keys in the range from 1 to n? can
be constructed in O(n) worst-case time.

Answer: TRUE: You can break the numbers into 2 lgn-bit digits
and use radix sort with counting sort to sort them in O(n) time.
Then construct the tree by linking the numbers in sorted order, in
O(n) time. (The first number is the root, the next is its right child,
etc. — i.e. the ith number in sorted order becomes the right child
of the (i — 1)th number.)

[
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The fastest disjoint-set union structure to date can be implemented
such that each of m operations on n sets takes at most a(m,n)
worst-case time, where a(m, n) is a functional inverse of Ackermann’s
function.

Answer: FALSE:
That's the amortized time (not the worst-case time)

‘The problem of determining an optimal order for multiplying a chain
of matrices can be salved by a greedy algorithm, since it displays the
optimal substructure and overlapping subproblems properties.
Answer: FALSE:

dynamic programming algorithm (not greedy algorithm)

Kruskal's algorithm for finding a minimum spanning tree of a weighted,
undirected graph is an example of & dynamic programming algo-
rithm.

Answer: FALSE:

greedy algorithm (not dynamic programming algorithm)

The topological sort of an arbitrary directed graph G = (V, E) can
be computed in linear time.

Answer: FALSE: acyclic (ot arbitrary) directed graph

In O(E + VIgV) time, Dijkstra’s algorithm with Fibonacci heaps
cen be used to compute shortest paths from @ source vertex to all
other vertices in a greph G = (V, E) with nonnegative edge weights,

Answer: TRUE: It executes EXTRACT-MAX O(V) times and
DecrEAsE-KEY O(E) times. With Fibonacci heaps these operations
teke O(Ig V) and O(1) amortized time, respectively.

The Bellman-Ford algorithm can be used to solve a special case of
linear programming in which each inequality has the form z; +2; <

Answer: FALSE: ;- z; <ay; (ie., =, not +)

The transitive clostre of a directed graph G = (V; E) can be com-
puted in O(V'3) time by the Floyd-Warshall algorithm, which uses
dynamic programming end repeatedly squares the adjacency matrix
of G.

Answer: FALSE: “The transitive closure ..., which uses dynamic
programming.” (i.e., doesn't square the adjacency matrix)



[image: image4.jpg]Pinal Bzam Solutions

T

F

In & flow network G = (V; E) with capacity and flow functions ¢ and
7, it s elweys the case that ¢;(u,v) + ¢ (v, u) = c(u, ) +c(v, )
alluveV.

{(This is Exercise 27.2-4))

Answer: TRUE:

erluv) +es(v) = cluyv) = Fluw) +clo,w) ~ flo,w)
by definition
= cfuv)+cfv,u)

by skew symmetzy: 7(u,v)

—f(v,u)

In O(V + E) time, a matching in a bipartite graph G = (V, E) can
be tested to determine whether it is maximum.

Answer: TRUE: A matching corresponds o a flow in a fiow
network. The matching is maximum iff the corresponding flow is
maximurm, which is true iff there’s no augmenting path in the residual
graph. DFS or BFS can check for an augmenting path in O(V + E)
time. (And setting up the flow network and residual graph takes
only O(V + E) time.)

The depth of any n-input sorting network must be at least 2lgn —
2lge, where e = 2.718281825. .. is the base of the natural logarithm.
(Hint: One level of a sorting network has at most n/2 comparators.)

Answer: TRUE: Let d be the depth.

# comparators < d- (n/2) = d > (2/n)(# comparators)

‘We can get a lower bound on the number of comparators as follows:
o(# comparators) 5 4 permutations sorted = n!

(in order to be able to distinguish all the permutations).

So # comparators > Ig(n!).

Thus d > (2/n)lg(n!). By Stirling’s approximation, n! > (n/e)", so
a2 (2/n)lg(n/e) = (2/n)(nlgn - nlge) = 2lgn —2ge

A Wallace-tree multiplier for multiplying two n-bit numbers contains
©(nlgn) carry-save adders, each having ©(n) bits.

Answer: FALSE: ©(n) adders (not 8(nlgn))

A prefix computation can be defined in terms of any binary operator.

Answer: FALSE: any associative binary operator




