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I. INTRODUCTION

The recent advancement of wireless technologies and th&ints longtime dream of free commu-
nication are the driving forces behind the proliferatiormofeless local area networks (WLANS) and the
“hot” research activities in mobile ad hoc networks (MANET®ne of the most active topics is on the
medium access control (MAC) protocols, which coordinatedffieient use of the limited shared wireless
resource. However, in these wireless networks, the limit@dless spectrum, time-varying propagation
characteristics, distributed multiple access controly loomplexity and energy constraints altogether
impose significant challenges for MAC protocol design tovpde reliable wireless communications with
high data rate.

Among all MAC protocols, random medium access control (MA@)tpcols have been widely studied
for wireless networks due to its low cost and easy implentemalEEE 802.11 MAC [10] is such a
protocol that has been successfully deployed in wirelesbld.And has also been incorporated in many
wireless testbeds and simulation packages for wireless-hmyp mobile ad hoc networks. It uses four-way
handshake procedures, i.e., RTS/ICTS/DATA/ACK. The RTS and &@ESused to avoid collisions with
long data packets. The value of NAV (Network Allocation \@gtcarried by RTS or CTS is used to
reserve the medium to avoid potential collisions (i.e.tual carrier sensing) and thus mitigate the hidden
terminal problem. The ACK is used to confirm the successfulsimassion without errors.

However, there are still many problems that IEEE 802.11 MAS hot addressed well. How to design
a more effective transmission scheme based on the channéitioo is still open and challenging. How
to make full use of the multiuser diversity in terms of mukipransmitters with a same receiver or a same
transmitter with multiple receivers to maximize the thrbpgt is also an interesting issue. In addition,
in multihop ad hoc networks, the MAC layer contention or isabin becomes much more severe than in
the wireless LANs. Due to the MAC layer contention, the iat#ion or coupling among different traffic
flows also deserves serious attention, which may limit tladibty and scalability of multihop ad hoc
networks.

At the MAC layer, the open shared channel imposes a lot oftgreallenges to the medium access

control design. The hidden terminals may introduce caolfisiand the exposed terminals may lead to



low throughput efficiency. In addition to these two notosgoroblems, the receiver blocking problem,
i.e., the intended receiver does not respond to the sendbr@iiS or ACK due to the interference or
virtual carrier sensing operational requirements due &dther ongoing transmissions, hence deserves
a serious consideration. In fact, this problem becomes reevere in the multihop ad hoc networking
environments and may result in throughput inefficiencyyvstiton of some traffic flows or nodes or re-
routing. Many proposed solutions actually aggravate thidblem by not allowing the hidden terminal to
transmit. Furthermore, how to maximize the spatial reusallmying the hidden terminals to receive and
the exposed terminals to transmit is a very interestingeissu

Higher layer network protocols may be affected by wirelegsQvprotocols. It has been shown in many
papers that multihop ad hoc networks perform poorly with T@&it and heavy UDP traffic [3], [7], [15],
[16], [25]. This is because all the wireless links in the mdigrhood share the same wireless resource. All
the traffic flows passing through these links need to contendhie channel before transmission. Hence,
severe MAC layer contention and collision can result in tbatention among traffic flows. On the other
hand, MAC contention can introduce network congestion vigitklogged packets, which implies that
network congestion is closely coupled with MAC contenti®eme researchers have already noticed this
kind of coupling. Fang and McDonald [6] demonstrated that tiwroughput and delay can be affected
by the path coupling, i.e., the MAC layer contention among riledes distributed along the node-disjoint
paths. Thus, the cross-layer design and optimization iesszsy for MANETS.

Moreover, at the physical layer, time-varying channel d¢towl makes rate adaptation necessary to
improve network throughput. The diversity in the link q@aldue to the various channel conditions
could be exploited to design the opportunistic packet sclegl The MAC protocol should be designed
accordingly to adapt to the varying channel conditions.

In this paper, we first discuss the identified problems andlexinges at different protocol layers to
the design of MAC protocol in Section Il. Then, we presentesalrecently proposed novel schemes
to address MAC layer problems, traffic flows related issuate mdaptation and link quality diversity,

respectively, from Section Ill to Section VI. Finally, Sixt VII concludes this paper.



Il. PROBLEMS

In this section, we first discuss the inherent problems ofifteE 802.11 MAC protocol in the shared
wireless channel environments in MANETS, and then illustrithe impact of the traffic flows and the

physical layer channel conditions on the performance & KWAC protocol.

A. MAC Layer Related Problems

The packet collision over the air is much more severe in thdihhop environments than that in the
wireless LANs. The packet losses due to the MAC layer cormemwill definitely affect the performance
of the high layer networking schemes such as the TCP congesiidrol and routing maintenance because
a node does not know whether an error is due to the collisioth@runreachable address. It has been
shown in many papers that multihop ad hoc networks perforoasly with TCP traffic as well as heavy
UDP traffic ( [3], [16], [25]).

The source of the above problems comes mainly from the MA@rlayhe hidden terminals may
introduce collisions and the exposed terminals may leadwothroughput efficiency. In addition to these
two notorious problems, the receiver blocking problem,, itke intended receiver does not respond to
the sender with CTS or ACK due to the interference or virtuatieaisensing operational requirements
for the other ongoing transmissions, also deserves a seciasideration. In fact, this problem becomes
more severe in the multihop environments and results inutfitput inefficiency and starvation of some
traffic flows or nodes. In the next few subsections, we descailfew problems in multi-hop mobile ad

hoc networks when the IEEE 802.11 MAC protocol is deployed.

1) Hidden Terminal ProblemA hidden terminal is the one within the sensing range of tleeiver,
but not in the sensing range of the transmitter. The hiddemital does not know that the transmitter
is transmitting, hence may initiate a transmission, r@sgllin a collision at the receiving node of the
ongoing transmission.

One simple example is shown in Fig. 1, where the small ciiicldigate the edges of transmission range
and the large circles represent the edges of the sensing.rBn the hidden terminal to A when A is

transmitting to B, and it cannot sense As transmission bu stél interfere B’s reception if D begins a



Fig. 1. A simple scenario to illustrate the problems

transmission.

2) Exposed Terminal ProblemAn exposed terminal is the one within the sensing range otrtes-
mitter but not that of the receiver. The exposed node sehgesédium busy and does not transmit when
the transmitter transmits, leading to bandwidth unddization. In Fig. 1, F is the exposed terminal to A
when A is transmitting to B. F senses As transmission and &edlpnt although F can transmit to other
nodes outside of A's sensing range without interfering Bisegion.

In fact, in the four-way handshake procedures in IEEE 8024KLC, either RTS and CTS or DATA
and ACK are bidirectional packets exchanged. So the expaseel of one of the transmitter-receiver pair
is also the hidden node of the other pair. So, besides theshitierminal, the exposed terminal of the
transmitter should not initiate any new transmission eitheing the whole transmission process to avoid
collision with the short packets ACK or CTS in IEEE 802.11 MAC.uBhthe carrier sensing strategy

based on RTS/CTS handshake will lead to significant deffigieriche spatial reuse.

3) Limitation of NAV Setup ProceduréEEE 802.11 family protocols adopt short control packets, i
RTS/CTS, to resolve the long data packet collision and NAVsgrocedure to claim the reservation for
the channel for a certain period to avoid collision from theden terminals. This implies that any node
which hears RTS/CTS correctly must set its NAV carried theiresd packets and keeps silent during the
NAV period.

NAV setup procedure cannot work properly when there arasootis. All kinds of packets, RTS, CTS,



DATA or ACK, are possible to be corrupted due to the collisidfsr example, in Fig 1, A wants to send
packets to B. They exchange RTS and CTS. If E is transmittingnvhéransmits CTS to A, B's CTS
and E’s transmission will collide at C, and C cannot set its Ne&¢ording to the corrupted CTS from B.

NAV setup procedure is redundant if a node is continuousinglearrier sense. For example, in Fig.
1, we can observe that both A's and B’s transmission rangesauered by the common area of A's and
B’s sensing ranges. If there is no collision, C will set NAV @mtly when receiving B’'s CTS. However, it
can also sense As transmission, so NAV setup procedurstisgdundant to prevent C from transmitting.
RTS’s NAV is not necessary either because any node which eegive RTS correctly can also sense
B's CTS and succeeding As DATA and B’'s ACK, and will not initiatew transmission to interrupt the
ongoing transmission.

NAV setup procedure does not help to solve the hidden tednprablems even if there are no other
collisions to prevent the CTS from setting up the neighbo®/N-or example, in Fig. 1, D is the hidden
terminal to A. It cannot sense As transmission and canncgeive B's CTS correctly either because it
is out of transmission range of B. Thus, when A is transmittonng data packet to B, D may begin to

transmit a packet, which will result in eollision at B.

4) Receiver Blocking ProblemThe blocked receiver is the one which cannot respond to th® RT
intended for this receiver due to the other ongoing transignsin its sensing range. This may result
in unnecessary retransmissions of RTS requests and thecgieg DATA packet discarding. When the
intended receiver is in the range of some ongoing transamssi cannot respond to the sender's RTS
according to the carrier sensing strategy in IEEE 802.1ddstal. The sender may attempt to retransmit
several times if the backoff window is shorter than the loagadoacket. Then, the backoff window size
becomes larger and larger when the RTS transmission fadstla window size is doubled, until the
sender finally discards the packet. If the ongoing transomsBnishes before the new sender reaches its
maximum number of retransmissions allowed, the packetengireue of an old sender will have higher
priority than a new one because the old sender resets itothackdow size and has much shorter size
than that of a new one. So the old sender has a high probatmliontinue to transmit and the new

one continues doubling the backoff window size and disc@aiskets when the maximum number of



transmission attempts is reached. This will thereforeltesiserious unfairness among flows and severe
packet discarding.

For example, as shown in Fig. 1, when D is transmitting to E, i mot receive the intended CTS
from B if it sends RTS to B. This is because B cannot correcttere As RTS due to collision from D’s
transmission. Thus, A keeps retransmitting and doublingergion window until it discards the packet.
If D has a burst of traffic, it will continuously occupy the cireel which will starve the flow from A to
B.

The hidden terminal problem could make the receiver blagkiroblem worse. In the above example,
even if A has a chance to transmit a packet to B, its hidden texnd could start transmission and
collide with A's transmission at B because D cannot sensdraissmission. Therefore, A almost has no

chance to successfully transmit a packet to B when D has tsmdestined to E.

5) The Desired Protocol Behaviors to Achieve Maximum Sp&euse: The desired MAC protocol
for multihop and wireless mobile ad hoc networks should asteesolve the hidden terminal problem,
the exposed terminal problem and the receiver blocking Iprob Therefore, the ideal protocol should
guarantee that there is only one receiver in the range ofainsimitter and there is also only one transmitter
in the range of the receiver. The exposed nodes may stadrnerit in spite of the ongoing transmission.
The hidden nodes cannot initiate any transmissions but e@sive packets. Thus, to maximize the spatial
reuse or network capacity, it should allow multiple trangens to transmit in the range of any transmitter
and multiple receivers in the range of any receiver to rexein addition, the transmitter should know
whether its intended receiver is blocked or is just outsiigsaransmission range in case that it does not
receive the returned CTS to avoid packet discarding and tdesirable protocol behaviors at the higher

layer, such as unnecessary rerouting requests.

6) Limitation of IEEE 802.11 MAC Using a Single Channdlhe collisions between RTS/CTS and
DATA/ACK, and that between DATA and ACK, are the culprits pretieg us from achieving the afore-
mentioned desired protocol behaviors.

The exposed terminal cannot initiate new transmission us#s transmission would have prevented



the current transmitter from correctly receiving the CTShw ACK due to a possible collision.

The hidden terminal, which cannot sense the transmissiaomwectly receive the CTS, may initiate a
new transmission, which will cause collision to the currengoing transmission. In addition, it should
not become a receiver because its CTS/ACK may collide with tireent transmission. Moreover, its
DATA packet reception may be corrupted by the ACK packet frowa ¢urrent receiver.

If the intended receiver for a new transmission is in the eanfthe ongoing transmission, it may
not be able to correctly receive RTS and/or sense the busyumedvhich prevents it from returning
the CTS. Thus, the new sender cannot distinguish whethemteaded receiver is blocked or out of its
transmission range.

To summarize, many aforementioned problems cannot beddlgesingle channel is used in the IEEE

802.11 MAC protocol.

B. Flow Level Related Problems

In wireless multihop ad hoc networks, nodes have to coopeoatorward each other’s packets through
the networks. Due to the contention for the shared charmethtoughput of each single node is limited not
only by the raw channel capacity, but also by the transmissio its neighborhood. Thus each multi-hop
flow encounters contentions not only from other flows whichsplay the neighborhood, i.e., thger-flow
contention but also from the transmissions of itself because the tnégssson at each hop has to contend
the channel with the upstream and downstream nodes, ieeinttha-flow contention These two kinds of
flow contentions could result in severe collisions and cstiga, and seriously limit the performance of
ad hoc networks. In the following paragraphs, we discuss thpacts on the performance of MANET
in detail.

1) Intra-Flow Contention: The intra-flow contentionhere means the MAC layer contentions for the
shared channel among nodes which are in each other’s irgade range along the path of the same flow.
Li et al. has observed that the IEEE 802.11 protocol failsdoieve the optimum chain scheduling [15].
Nodes in a chain experience different amount of competiisrshown in Fig. 2, where the small circle
denotes a node’s valid transmission range, and the largke denotes a node’s interference range. Thus,

the transmission of node 0 in a 7-node chain experiencedereace from three subsequent nodes, while
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Fig. 2. Chain topology

the transmission of node 2 is interfered by five other nodéss implies that node O, i.e., the source,
could actually inject more packets into the chain than thesequent nodes can forward. These packets
are eventually dropped at the two subsequent nodes. Onhbe lndnd, the redundant transmissions from
node O grab the transmission opportunities of node 1 and Aodecause they cannot simultaneously
transmit, and hence keep the end-to-end throughput far frmmaximum value. We call this problem
as theintra-flow contentionproblem.

2) Inter-Flow Contention:Besides above contentions inside a multi-hop flow, the cdioten between
flows could also seriously decrease the network throughptwo or more flows pass through the same
region, the forwarding nodes of each flow encounter cordaatnot only from its own flow but also from
other flows. Thus the previous hops of these flows could dgtugéct more packets into the region than
the nodes in the region can forward. These packets are algntlropped by the congested nodes. On
the other hand, the transmissions of these packets grabvahentission opportunities of the congested
nodes, and hence impact the end-to-end throughput of thes fi@ssing through the region. As shown
in Fig. 3, where there are two flows, one is from 0 to 6 and theroth from 7 to 12. Obviously, node
3 encounters the most frequent contentions and has few ehansuccessfully transmit packets to its
downstream nodes. The packets will accumulate at and beeédopy node 3, 9, 2, 8 and 1. We call this

problem as thenter-flow contentiorproblem.

In the shared channel environments in multihop ad hoc néisydhese two kinds of contentions are
widespread and result in congestion at some nodes, wheketpamontinuously accumulate, which then

aggravates the contentions and finally results in packeppiing. This not only greatly decreases the
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Fig. 3. Cross traffic

end-to-end throughput but also increases the end-to-elag dee to the long queueing delay.

C. Physical Layer Related Issues

1) Time-Varying Channel Condition and Rate Adaptatighitypical wireless communication link in
wireless local area networks (LANS) is time-varying, andvhim more effectively design transmission
schemes based on the channel condition is challenging. Mdaptive transmission schemes have been
proposed in the literature in order to enhance the througpptformance. Many of these schemes are
designed by varying the data rate, the transmission powéregacket length. One of the popular schemes
is based on the rate adaptation, the adaptive transmissetimooh that employs different modulation and
coding schemes to adjust the data rate based on the chamuwbti@o (in terms of the Signal-to-Noise
Ratio (SNR)). The basic idea is to employ a high-level modotaicheme when a higher SNR is detected
as long as the target error rate is satisfied. The target extercan be characterized by the Bit Error Rate
(BER), the Symbol Error Rate (SER), or the Packet Error Rate (PHREifeed by a designer. For the
receiver-based rate-adaptation schemes, the receivatlyusarries out the channel estimation and rate
selection, and the selected rate is then fed back to thentitias

Most of these protocols are receiver-based and employ tH&/@&ITS collision avoidance handshake
specified in the IEEE802.11 standard. However, these prtsdtave not considered the possibility of
bursty transmission of fragments in the corresponding adtgptation schemes. The fixed preamble at the
physical layer and the fixed inter frame spacing (IFS) at th&CMayer have relatively large overheads
when high data rate is used and the transmission time for dlgad is relatively short. Thus reducing

the overhead at a high data rate is essential to improve tteqml efficiency.
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Fig. 4. Multi-output link diversity

2) Link Diversity: One of most interesting approaches to combating scarcdrgpecesources and
channel variations in wireless environments is the opmistic multiuser communications. Following
the philosophy of cross layer design, opportunistic maiucommunication utilizes the physical layer
information feedback from multiple users, i.e., multiusbversity, to optimize media access control,
scheduling and rate adaptation. By allowing users with gaddduality to transmit data in appropriately
chosen modulation schemes, system performance in tern@odpgt and energy efficiency can be greatly
improved.

As the counterpart of multi-downlink diversity and muliplink diversity in cellular networks, multiuser
diversity in ad hoc networks can be characterizedviasti-Output Link Diversityand Multi-Input Link
Diversity.

Multi-Output Link Diversity is the diversity of instantanas channel quality and congestion status of
output links. Multiple flows may originate from or pass thgbua given node and take different neighbors
as the next hop forwarding nodes or destinations. After tllide acquires transmission opportunity, it
may choose a link with good instantaneous quality to trahslaia in the given cycle. For example, as
shown in Fig. 4, node 1 is interfered by ongoing transmissionode 5 and the link of — 2 suffers deep
fading or shadowing. The link df — 4 has instantaneous quality to support basic data rate tiasism.
The link quality of 0 — 3 happens to be “on-peak”. At this time, it is better for nodeoGrainsmit data
to node 3 or 4 rather than node 1 or 2. Thus, the Head-of-Linekiig problem [1] can be alleviated

and higher throughput can be achieved.
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Fig. 5. Multi-input link diversity

Multi-Input Link Diversity is the diversity of channel qugt and queue status of input links. Multiple
flows originating from or passing through different neigtstake a given node as the next hop forwarding
node or destination. Differences of instantaneous chagualities of those input links form the multi-
input link diversity. For example, as shown in Fig. 5, nodesIin the carrier sensing range of ongoing
transmission of node 5. Similar to the last example, node 3 arstead of node 1 or 2 should take
opportunity to transmit packets to node 0 in this scenario.

Though diversity techniques have been widely studied amvshfeasible and efficient in cellular
networks, previous schemes may not apply to MANET becausg dine based on infrastructure where
base station acts as the central controller and dedicatgdbtchannels are normally available to feedback
channel state periodically. To the best of our knowledgeltioaer diversity is still under investigation.
Especially, there is little work that provides compreheasand realistic study on multiuser diversity with

desired goals in protocol design of ad hoc networks.

So far, we have discussed a set of problems the IEEE MAC pobtoay present us when we deploy
it in the multihop wireless ad hoc networks. In the next fewtiems, we present a few possible solutions

we have investigated lately to overcome or mitigate thesélpms.

1. DUCHA: A NEw DUAL-CHANNEL MAC PROTOCOL

In this section, we present a new dual-channel MAC protobQHA) for multi-hop mobile ad hoc

networks to mainly address the MAC layer related problemshasxe discussed above. More details can



14

be found in [28].

A. Protocol Overview

To achieve the desired protocol behaviors, we utilize twanciels (dual-channel) for control packets
and DATA packets, separately. RTS and CTS are transmittedooverol channel. Negative CTS (NCTS)
is used to solve the receiver blocking problem and is alsestratted in the control channel. DATA is
transmitted over the data channel. An outband receiverdbbasy tone [9], [19] is used to solve the
hidden terminal problem. The ACK is not necessary here becausprotocol can guarantee that there is
no collision to DATA packets. To deal with wireless channebe we introduce NACK signal which is
the continuing busy tone signal when the receiver detersrinat the received DATA packet is corrupted.
The sender will not misinterpret this NACK signal becausadh&re no other receivers in its sensing
range and hence no interfering NACK signals and will concltide the transmission is successful if no
NACK signal is sensed.

Our protocol DUCHA adopts the same transmission power andicaghreshold” Pry,,..., in the control
channel and DATA channel. And the transmission power levekbrrect receivingR X .5, IS also the

same for the two channels.

B. Basic Message Exchange

1) RTS: Any node must sense the control channel idle at least for D& and sense no busy
tone signal before initiating a new transmission of an RT% $enses the noisy (busy) control channel
longer than or equal to the RTS period, it should defer longugh (at least for SIFS + CTS + 2
max-propagation-delay) to avoid possible collision to @ES’s reception at some sender. For example,
in Fig. 1, when A finishes transmitting its RTS to B, F should tvaileast long enough for A to finish
receiving the possible returning CTS/NCTS from B.

2) CTS/NCTS Any node correctly receiving the RTS should return CTS aft€éiSSpacing regardless
the control channel status if the DATA channel is idle.

If both control and DATA channels are busy, it ignores the Rd%void possible interference to the
CTS'’s reception at other RTS’s transmitter. If control chalnis idle for at least one CTS packet long

and the DATA channel is busy, it returns NCTS. The NCTS estim#te remaining DATA transmission
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time in its duration field according to the difference betwéke transmission time of maximum DATA
packet and the length it has sensed a busy medium in the DABANEH.

3) DATA: RTS’s transmitter should start DATA transmission afterreotly receiving the CTS if no
busy tone signal is sensed. If the sender receives an NCT®&fatddits transmission according to the
duration field of NCTS. Otherwise, it assumes there is a ¢ofisccurred and will then double its backoff
window and defer its transmission.

4) Busy Tone:The intended receiver begins to sense the data channelitaftansmits CTS. If the
receiver does not receive signal with enough power in tha daannel in the due time that the first few
bits of the DATA packet reaches it, it will assume that thedsndoes not transmit DATA and finish
the receiving procedure. Otherwise, it transmits busy teigaal to prevent possible transmissions from
hidden terminals.

5) NACK : The intended receiver has a timer to indicate when it shouldHithe reception of the
DATA packet according to the duration field in the previousdgeived RTS. If the timer expires and has
not received the correct DATA packet, it assumes that theD#&&nsmission fails and sends NACK by
continuing the busy tone signal for an appropriate periddt torrectly receives the DATA packet, it
stops the busy tone signal and finishes the receiving proeedu

The sender assumes that its DATA transmission is succe$shdre is no NACK signal sensed over
the busy tone channel during the NACK period. Otherwise, suages that its transmission fails because
of wireless channel error and then starts the retransmigsiocedure.

In addition, during the NACK period besides the DATA transsios period any other nodes in the
sensing range of the sender are not allowed to become thigeeoé DATA packets, and any other nodes
in the sensing range of the receiver are not allowed to bedbmeender of DATA packets. This is to
avoid confusion between NACK signals and the normal busy sgeals.

In the above message exchange, our protocol transmits eivescpackets in only one channel at any
time. We only use receive busy tone signal and not transnsy bone signal. So it is necessary to sense
the DATA channel before transmitting CTS/NCTS packets to cgalm@coming a receiver in the sensing

range of the transmitters of some ongoing DATA packet trassions.
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C. Solutions to the Aforementioned Problems

In the following discussions, we use examples to illustfates our DUCHA solves those well-know
problems.

1) Solution to the hidden terminal problen&s shown in Fig. 1, B broadcasts busy tone signal when
it receives DATA packet from A. The hidden terminal of A, j.&, could hear B’s busy tone signal and
thus will not transmit in the DATA channel to avoid interface with B’s reception. Thus, the busy tone
signal from the DATA's receiver prevents any hidden terrtsnaf the intended sender from interfering
with the reception. Moreover, no DATA packets are dropped tiuthe hidden terminal problem.

2) Solution to the exposed terminal problerm Fig. 1, B is the exposed terminal of D when D
is transmitting DATA packet to E. B could initiate RTS/CTS bBaoge with A though it can sense D’s
transmission in the DATA channel. After the RTS/CTS exchaisgriccessful between B and A, B begins
to transmit DATA packet to A. Since A is out of the sensing ramg D and E is out of sensing range of
B, both A and E could correctly receive the DATA packet destite them. Thus, the exposed terminal
could transmit DATA packets in DUCHA which could improve thgasial reuse ratio.

3) Solution to the receiver blocking problenmn Fig. 1, B is the blocked receiver in the IEEE 802.11
MAC protocol when D is transmitting DATA packets to E. In ouropcol DUCHA, B can correctly
receive As RTS in the control channel while D sends DATA mekin the DATA channel. Then B
returns NCTS to A because it senses busy medium in the DATAreHaiihe duration field of NCTS
estimates the remaining busy period in the DATA channel Wwhakes to finish D’s transmission. When
A receives the NCTS, it defers its transmission and stop theecgssary retransmissions. It retries the
transmission after the period indicated in the duratiordfiel NCTS. Once the RTS/CTS exchange is
successful between A and B, A begins to transmit DATA packdé}.t& will correctly receive the DATA
packet because there is no hidden terminal problem forvieceDATA packets.

4) Maximum spatial reuseAs discussed above, the exposed terminals could transniApackets.
Furthermore, in our protocol, the hidden terminal coulderee DATA packets though it cannot transmit.
In Fig. 1, D is the hidden terminal of A when A is transmittinghTA packet to B. After the RTS/CTS
exchange between E and D is successful in the control chaBnebuld transmit DATA packets to D.

Since D is out of A's sensing range and B is out of E's sensimgyea both D and E could correctly
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receive the intended DATA packets. Thus our protocol DUCHAId@achieve maximum spatial reuse by

allowing multiple transmitters or multiple receivers ireteensing range of each other to communicate. At
the same time, there are no collisions for DATA packets a$ agethe NACK signals because there is only

one transmitter in its intended receiver’s sensing rangeamty one receiver in its intended transmitter’s

sensing range.

5) Inherent mechanisms to solve the intra-flow contentiasblem: In our DUCHA protocol, the
receiver of DATA packets have the highest priority to accéss channel for next DATA transmission.
When one node correctly receives a DATA packet, it could imatet} start the backoff procedure for
the new transmission while the upstream and downstreamsnadés sensing range are prevented from
transmitting DATA packets during the NACK period. In factigicould achieve optimum packet scheduling
for chain topology and is similar for any single flow scenario

For example, in Fig. 2, node 1 has the highest priority to s€dbe channel when it receives one
packet from node 0 and hence immediately forwards the pdokebtde 2. For the same reason, node 2
immediately forwards the received packet to node 3. There ofbrwards the received packet to node 4.
Because node 0 can sense node 1 and 2's transmissions, ibwititarfere with these two nodes. Node
0 could not send packets to node 1 either when node 3 forwadsepto 4 because node 1 is in the
interference range of node 3. When node 4 forwards packetriodg O could have chance to send packet
to node 1. In general, nodes which are 4 hops away from eaehn albng the path could simultaneously
send packets to their next hops. Thus the procedure codideufi/4 of the channel bandwidth, the

maximum throughput which can be approached by the chaindgpd15].

D. Bandwidth allocation

We split the whole bandwidth into control and data chann®fbile the nodes are negotiating the
transmission by RTS and CTS in the control channel, there isramtsmission in the data channel for
these nodes. On the other hand, when the nodes are trangnit&TA packets in data channel, the
bandwidth in control channel is not fully utilized. Thereistg an optimal bandwidth allocation for the

two channels to reach the maximum throughput.
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For the simplicity of analysis, we assume that there are fHisioms to all the packets, and the spacings
between RTS, CTS and DATA are fixed and can be neglected camgpiarithe control and data frames.
The maximum throughput is determined by the packet lengththe data rate of each channel. Ligt,

Le and Lp be lengths of RTS, CTS and DATA, respectivel§, and R, be data rates of control and data
channels, respectively, amiVis the total data rate (bandwdith). We observe that maxirgihroughput
is equivalent to minimizing the total time for a successfainsmission of a packet, s&ay,. Thus, the
problem is to minimizel, under the conditiom?, + R, = BW. We can easily obtain

(VIRFLo+vVIn)’

R.+Rg (1)

2
T — (\/LR,"FLC"F\/LD) When& _ VLgr+tLc
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In the IEEE 802.11, the total time for a successful packetstrassion when there is no transmission

_ Lp+Lc | Lp
Tp - Rc + Rd 2

error (due to collisions or channel condition) is

o LntLotlp

p B (2)

We can observe that the bandwidth splitting sacrifices badttwtilization (7, > 77). However, our
protocol can eliminate the collisions to DATA packets andafly improve the spatial reuse, leading to

the performance improvement for multihop ad hoc networks.

IV. DISTRIBUTED FLOW CONTROL AND MEDIUM ACCESSCONTROL

In this section, we propose a scheme to address the flow lelakd issues by optimizing the cross

layer interaction between the MAC layer and the higher lajore details can be found in [26], [27].

A. Motivation

Considering the fact that the contentions are from the trégssaom attempts of packets at different
nodes, which are generated by various traffic flows, it isnadto exploit the flow control to schedule the
packet transmissions to reduce the collisions and comgeatithe MAC layer. The intuitive solution is to
allow the downstream nodes and the congested ones to ttapaokiets while keeping others silent, and
hence smoothly forward each packet to the destination witbncountering severe collisions or excessive

delay at the forwarding nodes. This motivates us to developsoheme presented in the next subsection.
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B. Solution

We present a framework of flow control over the MAC layer an@upl management to address the
collisions and congestion problem due to th&a-flow contentionand inter-flow contentionBased on
the framework, a multihop packet scheduling algorithm omporated into IEEE 802.11 MAC protocol.
The salient feature here is to generalize the optimum passitetduling of chain topology, which allows
nodes four hops away to transmit simultaneously, to anyicrbws in general topology.

The framework includes multiple mechanisms. Thst relayassigns high priority of channel access
to the downstream nodes when they receives packets, whiltites a lot of intra-flow contentions. The
backward-pressure congestion contgies transmission opportunity to the congested node aedskis
upstream nodes silent. This could not only reduce excessiméentions in the congested area, but also
quickly eliminate the congestion. It is also a quick methodotify the source to slow the sending rate
down by exploiting the RTS/CTS of the IEEE 802.11 MAC protocidhe receiver-initiated transmission
schemauses three-way handshake to resume the blocked flow at tiweamsnodes when the congestion
is cleared. It is a timely and economical approach with eess kcontrol overhead than the normal four-
way handshake transmission in the IEEE 802.11 protocol. Wediscuss each of these mechanisms in
detail in the next subsections.

1) Rule 1: Assigning High Priority of the Channel Access to Rexeiver:. In each multi-hop flow,
the intermediate node on the path needs to contend for thedskbhannel with the upstream nodes when
forwarding the received packet to the next hop. One way tadabe first few nodes on the path to inject
more packets than the succeeding nodes can forward is gnasigih priority of channel access to each
node when it receives a packet. This can achieve better glthgdor the chain topology.

For example, in Fig. 2, node 1 has the highest priority wheregeives one packet from node 0 and
then forwards the packet to node 2. Node 2 immediately faiedine received packet from node 1 and
forwards it to node 3. It is the same for node 3 which immedjjafiwards the received packet to node
4. Because node 0 can sense the transmissions of node 1 andlPndt interfere with these two nodes.
Node 0 could not send packets to node 1 either when node 3 ridsvgmcket to 4 because node 1 is in
the interference range of node 3. When node 4 forwards packet mode 0 could have chance to send

a packet to node 1. The similar procedures are adopted byutteeasding nodes along the path. Node O
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Fig. 6. Optimum packet scheduling for chain topology. To simplify the illdstrahow our scheme work, we use chain topology in this

figure and following ones, which is conceptually the same with any randeitihmp path in the mobile ad hoc networks.

and 4 could simultaneously send packets to their next homksemilar case happens to the nodes which
are 4 hops away from each other along the path. Thus, the quoeeould utilize 1/4 of the channel
bandwidth, the maximum throughput which can be approaclyeithdo chain topology [15].

To incorporate this procedure into the IEEE 802.11 MAC protpour scheme OPET sets the initial
value of the backoff window size of each receiver at 8. Whennislfies the transmission, the scheme
resets its contention window size to the normal value 32.[I@g example in Fig. 6 shows the optimum
packet scheduling for the chain topology implemented bysmireme.

Rule 1 only considers the interference in a single flow. If te&trhop of the current receiver is busy
or interfered by other transmission, the receiver cannizesthe channel even with the highest priority.

So we introduce the backward-pressure scheduling to dehltive inter-flow contention.

2) Rule 2: Backward-Pressure Scheduling:one flow encounters congestion, it should decrease its
sending rate to alleviate the contention for the sharedratlaiherefore, other flows in the neighborhood
could obtain more channel bandwidth to transmit their pecke achieve higher utilization efficiency of
the limited channel resource.

Besides lowering the sending rate of the source, it is negessgrevent the node, referred to as the
restricted nodein the following discussions, from transmitting packetsit® next hop if the latter has
already had many packets from the same flow. This can yieldrmsmission opportunity to the next

hop as well as alleviate the congestion status.
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Last hop Non-last hop Block Resume
transmission transmission Transmission Transmission

RTS RTSM RTSM CTSR
I. I. ACK

A: Transmitter; B: Receiver

Fig. 7. Message sequence for packet transmission

The backward-pressure scheduling procedure takes adeantahe RTS/ CTS exchange in the IEEE
802.11 MAC protocol to restrict the transmission from thestopam nodes. A negative CTSICTYS)
should respond to the RTS when the intended receiver habadabebackward-pressure threshofdr
this flow. To uniquely identify each flow, RTS for the multifndlows (RTSM) should include two more
fields than RTS, i.e., the source address and the flow ID.

Our scheme OPET sets thmackward-pressure thresholals one, which indicates the upper limit of
number of packets for each flow at each intermediate node.igsussed before, the optimum chain
throughput in the IEEE 802.11 MAC protocol is 1/4 of the cheandwidth and therefore the optimum
threshold for the backward-pressure objective is 1/4, wiécsimilar in operations for any single path.
Since 1/4 is difficult to implement in the actual protocol, se&lect the nearest integer 1 as the value of
this threshold.

Our scheme OPET adopts the receiver-initiated transnmssiechanism to resume thestrictedtrans-
mission. It uses three-way handshake CTS/ DATA/ ACK insteathefmormal four-way handshake RTS/
CTS/ DATA/ ACK, because the downstream node has already knbairthe restricted node has packets
destined to it. The CTS to resume the transmiss@©@n$R) should include two more fields than CTS, the
source address and the flow ID, to uniquely specify the flow. RES well as CTS has no information
about its transmitter as that in RTS. The two fields , i.e.,9berce address and the flow ID, are used to
uniquely specify the next hop that the flow should pass thmpingnce we assign different flow IDs to
the flows from the same application but with different patimidiltipath routing is used. The procedure
of transmitting CTSR is similar to that of RTS and allows npli retransmissions before dropping it.
Different message sequences at different situations anersin Fig. 7.

To use the receiver-initiated transmission mechanism, wstmonsider that the mobility in ad hoc
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Fig. 8. The packet scheduling when congestion occurs at node 4cdrtgestion can result from the interference or contention from any

crossing flow such that node 4 can not grab the channel in time.

networks could result in link breakage followed by the traission failure of CTSR. And CTSR may

be also collided for several times and be dropped. The btbckale should drop CTSR after multiple

retransmissions like the mechanism for RTS transmissitre. restricted node should start a timer and
begin retransmission if its intended receiver has not serf@8Rback in a long period, which we set one
second in our study of the proposed scheme.

One simple example to illustrate how our scheme works is shiowig. 8 and Fig. 9. To simplify the
illustration, we use chain topology which is conceptuallg same with any random multihop path in the
mobile ad hoc networks. When node 4 has congestion and it catltbrward packet O to its downstream
node 5 as shown in Fig. 8, the flow along the chain will accuteutae packet at each node from node
1 to node 4 and then prevent the nodes 0, 1, 2 and 3 from conggifali the channel in order to reduce
the contention at the congested node 4. After eliminatimgcibngestion at node 4, the transmission will

be resumed by the congested node as shown in Fig. 9.

It is important to note that the control overhead of the baaklapressure scheduling is relatively low.
The information of backward-pressure is carried by theinaigmessage sequence RTS/CTS in the IEEE
802.11. And the blocked flows are resumed by a three-way hakdsprocedure with less overhead than
the original four-way handshake. Moreover, our scheme on&mntains several short entries for each
active flow with at least one packet queueing up at the coraideode to indicate thielockedstatus. We
observe that in a mobile ad hoc network, the number of actoxesflper node is restricted by the limited
bandwidth and processing capability, and hence is muchlesntabn that in the wired networks, thus the

scalability problem should not be a major concern in our sehe
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Fig. 9. The packet scheduling after eliminating the congestion at nodéet. the backward-pressure scheduling takes effect, the upstream
nodes of this flow and all other crossing flows yield the transmission tymity to the congested node. Thus node 4 can quickly forward

the backlogged packets and hence the congestion is eliminated.

Extensive simulation experiments are carried out to védidheir performance. It turns out that our
scheme could maintain stable performance with high thrpugimdependent of traffic status, and improve
the aggregated throughput by up to more than 12 times edlyeitia the multihop flows under heavy
traffic load. At the same time, it also improves the fairneswiag flows, and has much smaller delay
and much less control overhead compared to the IEEE 802.1C Ididtocol. Moreover, it is scalable
for large networks where there are more multihop flows withgler paths without incurring explosion of

control packets under heavy load like the original 802.110Vigrotocol does.

V. RATE ADAPTATION WITH DYNAMIC FRAGMENTATION

A rate-adaptive protocol with a dynamic fragmentation isgmsed to enhance the throughput based
on fragment transmission bursts and channel informatiostehd of using one fragmentation threshold
in the IEEE 802.11 standard, we propose to use multiple lotds for different data rates so that more
data can be transmitted at higher data rates when the chanya&bd. In our proposed scheme, whenever
the rate for the next transmission is chosen based on theneharfiormation from the previous fragment
transmission, a new fragment is then generated using tgen&rat threshold for the new rate. This way,
the channel condition can be more effectively utilized taesge in more bits into the medium. The more

details can be founded in [12]-[14].
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A. Fragmentation Scheme

The proposed dynamic fragmentation scheme contains tloevinty key changes comparing to IEEE802.11

MAC to enhance the throughput under the time-varying we®lenvironment:

« The transmission durations of all fragments, except theftagment, are set to be the same in the

physical layer regardless of the data rate.

. Different aFragmentationThreshofd for different rates are used based on the channel condition

namely, a Rate-based Fragmentation Thresholding (RFT) ssieemployed.

« A new fragment is generated from the fragmentation processwhen the rate is decided for the

next fragment transmission, namely, Dynamic FragmemtgiiF).

In IEEE 802.11, with a singl@aFragmentationThresho]dhe sizes of fragments are equal regardless
of the channel condition. Therefore, the channel access ton a fragment varies with respect to the
selected rate. For example, the channel access time forgeérat at the base rate is longer than that
for a fragment at a higher rate. It is generally assumed tiatchannel remains unchanged during the
transmission of a fragment at the base rate. Thus, more datae$ can in fact be transmitted when a
higher rate is used in the same duration provided that the SNiyh enough to support the higher rate.
Due to this observation, the OAR protocol in [17] proposesudtipacket transmission scheme. However,
multi-packet transmission has a higher overhead becaus®additional MAC headers, PHY headers,
preambles in data and ACK, and SIFS idle times.

To overcome the shortcoming of multi-packet transmisswa,fix the time duration of all data trans-
mission except for the last fragment. To generate fragmertts the same time duration in a physical
layer, the number of bits in a fragment should be varied basethe selected rate. Thus, it is necessary
to have differenaFragmentationThreshotdfor different data rates selected by the receiver.

In the fragmentation process in the IEEE 802.11 MAC, an MSDUragmented into equal-sized
fragments, which remain unchanged until all fragments enlitirst are transmitted. If the channel quality
is constant during the transmission of the fragment bunsttarget PER (Packet Error Rate) can be met.
However, this is not guaranteed in a wireless LAN becauseofreasons. The first reason is that different
fragments of a burst experience different channel quaktyalnse of the time-varying nature of a wireless

channel. The second reason is that after the transmissiarfrafyment fails, the sender contends for the
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Fig. 10. Dynamic fragmentation process and the timeline of data transmissio

channel again to transmit remaining fragments, thus tharadaguality is not guaranteed to be the same
as that at the time that the first fragment is transmitted. Cfoeare the target PER, both the data rate and
the fragment size should vary according to the changingradlasondition. Moreover, to better match the
varying channel, instead of generating all fragments leefansmitting the first fragment, each fragment
should be generated at each time when the rate is chosendanetkt transmission. As a result, the
fragments in a burst may not be of the same size. Fig. 10rdtes the process of the proposed dynamic
fragmentation scheme. Notice that when the transmissi@fdgment fails, the size of the retransmitted
fragment may not be the same as that of the originally tramsdfragment since the channel condition

may have changed.

B. Rate-Adaptive MAC Protocol for Fragment Bursts

With fragment burst transmission and rate adaptation foh deagment, data and ACK frames also
participate in the rate adaptation process in the same waT&CTS frames do. To support the rate
adaptation process of a fragment burst, the physical lagadér is modified as shown in Fig. 11. The
signal field in the PLCP header is divided into two 4-bit subfields, ejnthe current rate and the next
rate subfields. Theurrent ratesubfield indicates the data rate of the current frame, wthisihext rate
subfield indicates the selected data rate for the next inogrdata frame. The values of two subfields

in PLCP headers for RTS and data frames are the same becausextmatesubfields in these headers
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CURRENT NEXT
RATE RATE
(4 bits) (4 bits)
/
\ /
SIGNAL SERVICE LENGTH CRC
(8 bits) (8 bits) (16 bits) (16 bits)

Fig. 11. Physical layer header format in the proposed protocol

indicate rates of frames transmitted from the receivereAdt sender sends an RTS frame at the base rate,
a receiver estimates the channel and sends back a CTS frame sernder with the selected rate stored
in the next ratesubfield. The sender modulates the fragment with the ratesands a data frame to the
receiver. After receiving the frame, the receiver predibtschannel condition for the next data frame and

sends an ACK frame to the sender with the selected rate.

V1. OPPORTUNISTICMEDIA ACCESSCONTROL AND AUTO RATE PROTOCOL (OMAR)

Due to the physical locations of various nodes in ad hoc nétsyanultiple nodes with various link
gualities may transmit to (receive from) a common node, hovedhedule the transmissions to utilize
this diversity (user diversity) is challenging. The fundantal idea of OMAR is to exploit this diversity
discussed in Section II-C.2 through collision avoidancecpss, which is necessary for CSMA/CA based
MAC. Based on sender initiated and receiver initiated caltisavoidance, we introduce Multicast RTS
(Request to Send) and Multicast RTR (Ready to Receive) to éxplimulti-output link diversity and the
multi-input link diversity, respectively. Before the transsion of RTS (RTR) from a sender, each node
select a list of candidate receivers (senders), each witkifereht priority level, according to specific
scheduling policy. The intended sender(receiver) mudteaa channel probing message, i.e., RTS or
RTR, to the selected group of candidate receivers(sendsash candidate receiver (sender) evaluates the
instantaneous link quality based on the received chamodélipg message. The candidate receiver(sender)
with the highest priority among those with channel qualiggtér than a certain level (threshold) is granted
to access the medium. The details can be founded in [20]-[22]

The major components adopted in our scheme are hybrid appstit media access, rate adaptation

and packet scheduling. We detail these mechanisms in tlevfop sections.
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A. Hybrid Opportunistic Media Access

1) Sender initiated opportunistic media accefecognizing that RTS/CTS is a common mechanism to
avoid collision in sender initiated CSMA/CA, we extend RTS/Ciéghdshake procedure to probe channel
and utilize multi-output link diversity. Proposed MultgtaRTS and Prioritized CTS are given as follows.

Multicast-RTS

The RTS used by 802.11 is a unicast short packet in that ordyreceiver is targeted. In our protocol,
we use multiple candidate receiver addresses in RTS ancseduose receivers in the receiver list to
receive the RTS and measure the channel quality simultashedf course, each node must use an omni-
directional antenna. Targeted data rate is added to the BT 8¢ declaration of the data rate that the
sender wants to achieve at given directed link. We dynaigisat the targeted data rate according to the
recent measured channel conditions among those candet®ers in the list. Each node monitors the
transmissions of its neighbors and records the receive@pdw addition, considering both MPDU size
and data rate are variable, we use the packet size ratherthbaguration into RTS for each candidate
receiver so that the correspondent receiver can deriveidaraccording to the selected data rate based
on the channel condition.

Anyone except the candidate receiver who receives the MRD8Id tentatively keep silent to avoid
possible collision before the sender receives the CTS. ARerselected qualified receiver determines
the transmission duration and send back CTS, the senderhgsethitation field accordingly in the MAC
header of DATA frame [10] for the final NAV setting. The MAC tdsx is sent at the basic rate so that
all overhearing nodes can decode.

Prioritized CTS

The candidate receivers evaluate the channel conditiordbas the physical-layer analysis of the
received RTS message. If the channel quality is better theertain level and its NAV is zero, the given
receiver is a good candidate. To avoid collision when theeest@o or more good candidates, different
Inter-Frame Spacings (IFSs) are employed according to iied order of intended receivers in the
RTS. For example, the IFS of thé"rmreceiver equals t&IFS + (n-1) * Timeslot The receiver with the
shortest IFS among those who have capability to receive piat&et would reply CTS first. Since all

candidate receivers are within one-hop transmission rafdglee sender and the physical carrier sensing
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range are normally larger than two hops of transmission, [tf§ CTS may be powerful enough for all
other qualified candidate receivers to hear or sense. Sepmosy tone [19] [9] is available, it would
further enhance the physical carrier sensing capability ihtended receiver turns on the busy tone upon
receiving the CTS, thus those receivers who detect CTS or lmngyftom other sources would yield the
opportunity to the one transmitting CTS in the first place, itke one with the good channel condition
and the highest priority. The duration to be advertised en@TS is set to 2*SIFS plus transmission time
for DATA and ACK.

2) Receiver initiated opportunistic media acce$8TR discussed in the literature [2], [8], [18], [23]
is also a unicast packet. To reduce the control packets,RER to probe channel and queue status,
especially when the link condition changes significantlg/an each candidate sender has no packet with
high probability when the receiver polls it, we propose te tise Multicast RTR to poll the candidate
senders. A candidate sender list is included into the fraiidulticast RTR. The noise power level (dB)
indicates the interference and power level at the receitere we assume link gain is symmetric and
RTR is sent at the default power level. The candidate receigan derive link gains according to the
receiving power. By the link gain and nomic transmit power &TB, the sender can calculate expected
receiving power at the receiver. Finally, the candidatelsesican determine the average SINR with known
interference power level.

Upon hearing the RTR, the candidate senders estimate theahgain. The idle candidate sender with
link gain better than certain level is allowed to access mefimilar to the sender-initiated strategy, IFS
is employed to differentiate the media access priority ofdidate senders. The IFS of th& sender is
equal toSIFS + (n-1) * Timeslot The sender with the highest priority among those which fypad link
conditions transmits data first. Similar to the senderdtetd opportunistic media access, we propose to
incorporate busy tone to enhance carrier sensing, evensifnibt necessary. Thus other intended senders
would yield the opportunity to the one transmitting DATA firs.e., the one with the good channel

condition and the highest priority.

B. Rate adaptation

According to the channel condition evaluated by the phydiager analysis of Multicast RTS or

Multicast RTR, SINR is determined and appropriate modutacheme can be selected to efficiently
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use the channel as discussed in Section V.

C. Scheduling

Here, we discuss how to determine the candidate receivedé¢sglist, the MPDU size and the targeted
data rate of each candidate directed link, which is closelted to QoS and energy efficiency. Considering
there are many constraints such as CPU and energy consurgtipartable wireless device, one of the
crucial requirements for the scheduling algorithm is thmgdicity. Many scheduling algorithms in the
literature [4], such as Round Robin (RR) and Earliest Timestaimgt FETF), can be tailored into our
framework to achieve the desired goals. The schedulingyali our simulation is based on the window-
based weighted Round Robin. The targeted data rate is dyngmsed by using an algorithm similar
to ARF [11]. A station is allowed to transmit multiple packetsccessively without contending for the
media again after accessing the channel, as long as theatmass time does not exceed a certain limit.
We follow the thought of OAR [17] to grant channel access faidtiple packets in proportion to the ratio
of the achievable data rate over the basic rate so that treedirare fairness as 802.11 can be assured.
We show from our simulation study that both throughput anchéss can be significantly enhanced even
by this simple scheduling method. We believe the fairnessS @nd energy consumption can be further

enhanced by more advanced scheduling algorithms.

VII. CONCLUSION

In this paper, we have discussed several important issud$AG protocol design in IEEE 802.11
wireless LANs and mobile ad hoc networks, such as severe M&@rlcontention and collision in
multihop environment, traffic flows contentions, rate adph with dynamic fragmentation, multiple
input link diversity and multiple output link diversity. Bm, we propose several novel schemes to address
these issues, which can greatly improve the performancei@iess networks in terms of throughput,

end-to-end delay, fairness, stability and scalability.
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