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A B S T R A C T

Background: With the rapid adoption of electronic health records (EHRs), it is desirable to harvest information
and knowledge from EHRs to support automated systems at the point of care and to enable secondary use of
EHRs for clinical and translational research. One critical component used to facilitate the secondary use of EHR
data is the information extraction (IE) task, which automatically extracts and encodes clinical information from
text.
Objectives: In this literature review, we present a review of recent published research on clinical information
extraction (IE) applications.
Methods: A literature search was conducted for articles published from January 2009 to September 2016 based
on Ovid MEDLINE In-Process & Other Non-Indexed Citations, Ovid MEDLINE, Ovid EMBASE, Scopus, Web of
Science, and ACM Digital Library.
Results: A total of 1917 publications were identified for title and abstract screening. Of these publications, 263
articles were selected and discussed in this review in terms of publication venues and data sources, clinical IE
tools, methods, and applications in the areas of disease- and drug-related studies, and clinical workflow opti-
mizations.
Conclusions: Clinical IE has been used for a wide range of applications, however, there is a considerable gap
between clinical studies using EHR data and studies using clinical IE. This study enabled us to gain a more
concrete understanding of the gap and to provide potential solutions to bridge this gap.

1. Introduction

With the rapid adoption of electronic health records (EHRs), it is
desirable to harvest information and knowledge from EHRs to support
automated systems at the point of care and to enable secondary use of
EHRs for clinical and translational research. Following the Health
Information Technology for Economic and Clinical Health Act (HITECH
Act) legislation in 2009, many health care institutions adopted EHRs,
and the number of studies using EHRs has increased dramatically [1].
For example, Ellsworth et al. [2] conducted a review to evaluate
methodological and reporting trends in the usability of EHRs; Goldstein
et al. [3] evaluated the state of EHR-based risk prediction modeling
through a systematic review of clinical prediction studies using EHR
data.

However, much of the EHR data is in free-text form [4]. Compared
to structured data, free text is a more natural and expressive method to
document clinical events and facilitate communication among the care

team in the health care environment. One critical component to facil-
itate the use of EHR data for clinical decision support, quality im-
provement, or clinical and translation research is the information ex-
traction (IE) task, which automatically extracts and encodes clinical
information from text. In the general domain, IE is commonly re-
cognized as a specialized area in empirical natural language processing
(NLP) and refers to the automatic extraction of concepts, entities, and
events, as well as their relations and associated attributes from free text
[5–7]. Most IE systems are expert-based systems that consist of patterns
defining lexical, syntactic, and semantic constraints. An IE application
generally involves one or more of the following subtasks: concept or
named entity recognition that identifies concept mentions or entity
names from text (e.g., person names or locations) [8], coreference re-
solution that associates mentions or names referring to the same entity
[9], and relation extraction that identifies relations between concepts,
entities, and attributes (e.g., person-affiliation and organization-loca-
tion) [10].
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NLP focuses on “developing computational models for under-
standing natural language” [11]. An NLP system can include syntactic
processing modules (e.g., tokenization, sentence detection, Part-of-
Speech tagging) and/or semantic processing modules (e.g., named en-
tity recognition, concept identification, relation extraction, anaphoric
resolution). An IE application is an NLP system with semantic proces-
sing modules for extracting predefined types of information from text.
In the clinical domain, researchers have used NLP systems to identify
clinical syndromes and common biomedical concepts from radiology
reports [12], discharge summaries [13], problem lists [14], nursing
documentation [15], and medical education documents [16]. Different
NLP systems have been developed and utilized to extract events and
clinical concepts from text, including MedLEE [17], MetaMap [18],
KnowledgeMap [19], cTAKES [20], HiTEX [21], and MedTagger [22].
Success stories in applying these tools have been reported widely
[23–34].

A review done by Spyns [35] looked at NLP research in the clinical
domain in 1996 and Meystre et al. [11] conducted a review of studies
published from 1995 to 2008. Other reviews focus on NLP in a specific
clinical area. For example, Yim et al. [36] provided the potential ap-
plications of NLP in cancer-case identification, staging, and outcomes
quantification; Pons et al. [37] took a close look at NLP methods and
tools that support practical applications in radiology. This review fo-
cuses on research published after 2009 regarding clinical IE applica-
tions.

Another motivation for our review is to gain a concrete under-
standing of the under-utilization of NLP in EHR-based clinical research.
Fig. 1 shows the number of publications retrieved from PubMed using
the keywords “electronic health records” in comparison with “natural
language processing” from the year 2002 through 2015. We can ob-
serve that (1) there were fewer NLP-related publications than EHR-re-
lated publications and (2) EHR-related publications increased ex-
ponentially from 2009 to 2015, while NLP-related publications
increased only moderately. One possible reason is federal incentives for
EHR adoption (e.g., HITECH Act), which accelerated the progression of
publications about EHR. Having said that, we consider that clinical IE
has not been widely utilized in the clinical research community despite
the growing availability of open-source IE tools. The under-utilization
of IE in clinical studies is in part due to the fact that traditional sta-
tistical programmers or study coordinators may not have the NLP
competency to extract information from text. Through this literature
review, we hope to gain some insights and develop strategies to im-
prove the utilization of NLP in the clinical domain.

2. Methods

We followed the Preferred Reporting Items for Systematic Reviews
and Meta-Analyses (PRISMA) [38] guidelines to perform our review.

2.1. Data sources and search strategies

We conducted a comprehensive search of several databases for ar-
ticles from January 1, 2009, to September 6, 2016. The databases in-
cluded Ovid MEDLINE In-Process & Other Non-Indexed Citations, Ovid
MEDLINE, Ovid EMBASE, Scopus, Web of Science, and ACM Digital
Library. We included articles written in English and excluded those in
the form of editorial, review, erratum, letter, note, or comment. The
search strategy was designed and conducted by an experienced li-
brarian. The selected keywords and the associations between these
keywords were identical for searches in each database: (clinical OR
clinic OR electronic health record OR electronic health records) AND
(information extraction OR named entity extraction OR named entity
recognition OR coreference resolution OR relation extraction OR text
mining OR natural language processing) AND (NOT information re-
trieval). The search strings were carefully designed to be exhaustive and
effective for each database and are provided in the Appendix.

2.2. Article selection

The search strategy retrieved 1917 articles after removing dupli-
cates. Nine reviewers (Y.W., L.W., M.R.M., S.M., F.S., N.A., S.L., Y.Z.,
S.M.) independently screened the titles and abstracts of these articles
(each reviewer was given around 210 articles). Articles were excluded
based on two criteria: (1) if they were overall unrelated to IE or (2) if
they did not use clinical narratives written in English. After this
screening process, 415 studies were considered for subsequent cate-
gorization. According to the main focus of those studies, one reviewer
(Y.W.) categorized each article into one of three categories: (1) appli-
cation, (2) methodology, or (3) software tool. Eventually, 263 articles
were identified as IE application studies, 125 articles focused on pro-
posing new IE methodologies, and 27 articles were about releasing new
software tools. In this review, we focus on the 263 articles about clinical
IE applications. Thus, those 263 studies underwent full-text review,
performed by the same nine reviewers. A flow chart of this article se-
lection process is shown in Fig. 2.

3. Results

In the first analysis, we analyzed the publication venues of the 263
included studies and their data sources. Since clinical IE is an inter-
disciplinary field of medicine and computer science, publication venues
indicate the research communities that have NLP competency to
leverage IE techniques. Since developing clinical NLP talent is difficult
in large part due to the limited availability of clinical data needed, we
provided analysis of data sources used in clinical IE research and the
accessibility of these data sources. We hope to provide insight into
addressing the data challenge in this domain. Next, we summarized the
clinical IE tools and prevalent methods. We provided a list of clinical IE
tools used in the 263 articles, an overview of their characteristics (what
tools were used for what specific task), and their licenses (are they
publically available or not). In addition, the methodologies prevalently
adopted in clinical IE were demonstrated. Finally, we described the
practical IE applications in the clinical domain, including disease areas
that have been studied, drug-related studies, and utility of IE for opti-
mizing clinical workflow. In the statistics presented below, each in-
dividual topic is reported. As a result, a single paper, for example, can
be counted multiple times if it contains a discussion of multiple IE tools.
The details of the included publications and review summaries are
provided in the supplementary material.

3.1. Publication venues and data sources

3.1.1. Publication venues
The 263 articles were published in 117 unique venues, comprising

94 journals and 23 conferences. We manually categorized the
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Fig. 1. The number of natural language processing (NLP)-related articles compared to the
number of electronic health record (EHR) articles from 2002 through 2015.
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publication venues into three categories: (1) clinical medicine, (2) in-
formatics, and (3) computer science. The categorization process is
summarized in Figs. 3 and 4 shows the number of included studies in
each category.

We observed that the number of journal articles in the categories of
clinical medicine and informatics are much larger than the number of
conference articles in these categories; those findings were shown to be
inversed in the category of computer science. Though the number of

Fig. 2. Article selection flow chart.

Fig. 3. Categorization of publication venues.
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Fig. 4. Distribution of included studies, stratified by category and year (from January 1, 2009, to September 6, 2016).
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publications from informatics journals is smaller compared to clinical
medicine journals, it shows that there are more informatics conference
publications than other conference publications. The reason might be
that informatics conferences, e.g., the American Medical Informatics
Association (AMIA) Annual Symposium, recruit more regular papers
than clinical medicine conferences. Overall, clinical medicine journals
are the most popular venues for IE application publications.

Papers in the clinical medicine category are published in a variety of
clinical-specific journals, such as Arthritis & Rheumatism. Publications in
informatics are mostly published in two venues: (1) Journal of the
American Medical Informatics Association (n= 26, n denotes the number
of publications hereafter) and (2) AMIA Annual Symposium Proceedings/
AMIA Symposium (n= 24). In Fig. 4, we observe a generally increasing
trend of IE publications, except for the years 2014 and 2016 (due to the
partial-year retrieval). This might be due to the World Congress on
Medical and Health Informatics occurring bi-annually (MedInfo, odd
year only, n= 13). We note that the MedInfo proceedings are published
as special issues in Studies in Health Technology and Informatics, which
is categorized as clinical medicine journal. Fig. 4 also shows an in-
creasing attention and demand in the application of IE techniques in
both the clinical research and informatics communities. Interestingly,
although IE is a traditional research topic in computer science, only one
computer science journal and a few computer science conferences (e.g.,
International Conference of the Italian Association for Artificial In-
telligence, International Conference on System Sciences) are found.
Overall, the top five publication venues having the largest number of
publications are: (1) Journal of the American Medical Informatics Asso-
ciation (n= 26), (2) AMIA Annual Symposium Proceedings/AMIA Sym-
posium (n= 24), (3) Pharmacoepidemiology and Drug Safety (n= 16), (4)
Studies in Health Technology and Informatics (n= 13), and (5) Journal of
Biomedical Informatics (n= 10). The results suggest that only a small
portion of papers in JAMIA and AMIA focus on the use of NLP tools for
clinical applications. This may be partially due to the tendency of the
academic informatics community to prefer innovations in methodology
rather than research reporting the use of informatics tools. It may also
be due to the dependency and the lack of clear distinction of NLP with
relevant fields, such as data mining and knowledge management on text
data.

3.1.2. Data sources
The majority of the 263 studies were conducted in the United States

(n=236), while others were conducted in Canada (n= 9), United
Kingdom (n=5), Australia (n=3), and other countries. Among the
236 US studies, 163 used only clinical documents and 56 used both
clinical documents and structured EHR data, such as International
Statistical Classification of Diseases, Ninth Revision (ICD-9) codes
(n=25). We found that other resources were also used in conjunction
with clinical data, such as biomedical literature (n=3) and health-
related websites (n=2).

Table 1 shows the number of papers with diverse types of clinical

documents being used. Here, we classify clinical documents into two
main categories, clinical notes and diagnostic reports. Clinical notes
refer to documentation of a patient’s visit with a health care provider,
which may include the patient’s medical/social history and physical
examination, clinical observations, summaries of diagnostic and ther-
apeutic procedures, plan of treatment, and instructions to the patients
which can be telephonic or electronic interactions with the patient.
Diagnostic reports refer to the reports provided by diagnostic services,
such as laboratory reports, radiology reports, and pathology reports. We
counted the number of publications according to their mentions of note
types in the papers and listed the most frequently used note types with
brief descriptions for clinical notes and diagnostic reports in Table 1.
Most of the studies were conducted by the following institutions: US
Department of Veterans Affairs (VA) (n= 34), Mayo Clinic (n=12),
Vanderbilt University (n= 8), Humedica (n= 7), and Kaiser Perma-
nente (n=7), either within individual institutions or through colla-
boration across multiple institutions.

We summarized the time range of clinical data utilized in those
studies and found that the time period ranged from 1987 through 2015.
We counted the number of studies using the data in each specific year
and these results are shown in Fig. 5. The average time span of the
clinical data used in the selected papers was 6.77 years. A rapid growth
of data can be observed since 1995, and the amount of data utilized in
those studies reached a peak in 2009. A large quantity of EHR data
became available after 2009. However, Fig. 5 implies that these data
have not been adequately utilized by clinical IE studies.

Note that clinical documents in individual institutions are not ac-
cessible to external researchers without collaborative projects, and only
a few EHR data sets are accessible to external researchers. Here, we
introduce four important clinical text corpora. The first is the i2b2 NLP
Challenges data (n= 14), where fully de-identified notes from the
Research Patient Data Repository at Partners HealthCare were created
for a series of NLP challenges, 1500 notes of which have been released.
In order to access these notes, one needs to register at the i2b2 website
(https://www.i2b2.org/NLP/DataSets/) and submit a proposal which is
then reviewed by the i2b2 organizers. The second is MIMIC II (n= 2)
[39], a data set consisting of EHR data for over 40,000 de-identified
intensive care unit stays at the Beth Israel Deaconess Medical Center,
including clinical notes, discharge summaries, radiology reports, la-
boratory results, and structured clinical data. Physiologic time series
are accessible publicly (https://physionet.org/physiobank/database/
mimic2db/), and clinical data are accessible with a data use agree-
ment (see http://physionet.org/mimic2/mimic2_access.shtml). The
third corpus is MTsamples, which is a large collection of publicly
available transcribed medical reports (http://www.mtsamples.com/). It
contains sample transcription reports, provided by various transcrip-
tionists for many specialties and different work types, and thus the
accuracy and quality of the notes is not guaranteed [40]. Finally, the
THYME corpus [41] contains de-identified clinical, pathology, and
radiology records for a large number of patients, focusing on brain and

Table 1
The most frequently used note types for clinical notes (top 5) and diagnostic reports (top 3) and the corresponding brief descriptions and number of papers in the included publications.

Note type Brief description No. of papers

Clinical notes Discharge summaries A document that describes the outcome of a patient’s hospitalization, disposition, and provisions for follow-up care. 26
Progress notes A document that describes a patient's clinical status or achievements during the course of a hospitalization or over the

course of outpatient care.
15

Admission notes A document that describes a patient's status (including history and physical examination findings), reasons why the
patient is being admitted for inpatient care to a hospital or other facility, and the initial instructions for that patient's
care.

9

Operative notes A document that describes the details of a surgery. 5
Primary care notes A document that describes the details of an outpatient during a primary care. 3

Diagnostic reports Radiology reports Results of radiological scans and X-ray images of various parts of the patient’s body and specific organs. 43
Pathology reports Results of pathological examinations of tissue samples and tissues of organs removed during surgical procedures. 22
Colonoscopy reports Results of a colonoscopy. 4
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colon cancer from a large healthcare practice (Mayo Clinic). It also
provides NLP annotations, created by annotators and adjudicators at
the University of Colorado at Boulder and Boston Harvard Children's
Medical Center, including temporal entity and relation, coreference,
and UMLS named entity. It is available to researchers involved in NLP
research under a data use agreement with Mayo Clinic (see https://
github.com/stylerw/thymedata and https://clear.colorado.edu/
TemporalWiki/index.php/Main_Page).

3.2. Implementations

In the next section, we briefly report the frameworks, tools, and
toolkits being utilized in the selected publication. The second part
summarizes two main categories of methods being used for clinical IE:
rule-based and machine learning. These two areas were analyzed se-
parately so readers can explore them based on their interests. Finally,
we introduce the efforts of clinical IE-related NLP shared tasks in the
community.

3.2.1. Clinical information extraction tools
The clinical IE tools used in the 263 studies included are summar-

ized in Table 2. The most frequently used tools for IE in the clinical
domain are cTAKES [20] (n= 26), MetaMap [18] (n= 12), and Me-
dLEE [17] (n=10). cTAKES, developed by Mayo Clinic and later
transitioned to an Apache project, is the most commonly used tool. It is
built upon multiple Apache open-source projects, the Apache Un-
structured Information Management Architecture (UIMA) framework
[42] and the Apache OpenNLP toolkit [43]. It contains several analysis
engines for various linguistics and clinical tasks, such as sentence de-
tection, tokenization, part-of-speech tagging, concept detection, and
normalization. cTAKES has been adopted for identification of patient
phenotype cohorts [28,44–54], smoking status extraction [55–58],
genome-wide association studies [30], extraction of adverse drug
events [59], detection of medication discrepancies [60], temporal re-
lation discovery [61], risk stratification [25], and risk factor identifi-
cation [62] from EHRs. MetaMap was developed by the National Li-
brary of Medicine (NLM) with the goal of mapping biomedical text to
the Unified Medical Language System (UMLS) Metathesaurus, or vice
versa. It was originally developed to improve biomedical text retrieval
of MEDLINE/PubMed citations. Later, MetaMap’s ability was improved
to process clinical text [63], which is reflected by the large number of
studies using MetaMap for clinical IE tasks. In the included studies,
MetaMap has been used for phenotype extraction [31,64–69], assess-
ment of emergency department use [27,70], drug-disease treatment
relationships [71], fragment recognition in clinical documents [72],
and extraction of patient-related attributes [73]. MedLEE is one of the
earliest clinical NLP systems developed and is mostly used for phar-
macovigilance [26,74,75] and pharmacoepidemiology [76,77].

Other tools focus more on one specific task. For example, GATE

[78,79], NLTK [80], and OpenNLP [81] are typically used for various
NLP preprocessing tasks, such as sentence boundary detection, tokeni-
zation, and part-of-speech (POS) tagging; MedEx [7] focuses on ex-
tracting drug names and doses; MALLET [82] and WEKA [83] are used
for IE tasks that leverage machine learning algorithms, such as classi-
fication, clustering, and topic modeling; and Protégé [84] is a tool that
has been frequently used for ontology building. Note that the tools
summarized in this review are from the 263 application articles and
that many IE tools, such as TextHunter [85], Patrick et al’s cascaded IE
tool [86], KneeTex [87], Textractor [88], and NOBLE [89], in the 27
tool articles and the 125 methodology articles (many of them are par-
ticipant systems in shared tasks) are not included in this review and
subject to a future study.

3.2.2. Methods for clinical information extraction
Approaches to clinical IE can be roughly divided into two main

categories: rule-based and machine learning. Rule-based IE systems
primarily consist of rules and an interpreter to apply the rules. A rule is
usually a pattern of properties that need to be fulfilled by a position in
the document. A common form of the rule is a regular expression that
uses a sequence of characters to define a search pattern. Among the
included 263 articles, 171 (65%) used rule-based IE systems. For ex-
ample, Savova et al. [51] used regular expressions to identify peripheral
arterial disease (PAD). A positive PAD was extracted if the pre-defined
patterns were matched (e.g., “severe atherosclerosis” where “severe”
was from a list of modifiers associated with positive PAD evidence and
“atherosclerosis” was from a dictionary tailored to the specific task of
PAD discovery). Another form of the rule is logic. Sohn and Savova [57]
developed a set of logic rules to improve smoking status classification.
In their approach, they first extracted smoking status for each sentence
and then utilized precedence logic rules to determine a document-level
smoking status. Current smoker has the highest precedence, followed
by past smoker, smoker, non-smoker, and unknown (e.g., if current
smoker was extracted from any sentence in a document, then the
document was labeled as current smoker). The final patient-level
smoking status was based on similar logic rules (e.g., if there is a cur-
rent smoker document but no past smoker document belonging to a
patient, then the patient was assigned as a current smoker). A clinical IE
system is often composed of many rules that are written by a human-
knowledge engineer. The rule could be developed through two means,
manual knowledge engineering (78 studies) and leveraging knowledge
bases (53 studies), or a hybrid system (40 studies). Manual knowledge
engineering can be time consuming and requires collaboration with
physicians. It is usually very accurate, since it is based on physicians’
knowledge and experience. Sohn, Savova, and colleagues [51] provide
examples of successful applications. A knowledge base is a computer-
ized database system that stores complex structured information, such
as UMLS (medical concepts), phenome-wide association studies
(PheWAS) [90] (disease-gene relations), and DrugBank [91] (drug-gene
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relations). For example, Martinez et al. [69] mapped phrases into UMLS
medical concepts by MetaMap; Hassanpour and Langlotz [53] used
RadLex, a controlled lexicon for radiology terminology, to identify se-
mantic classes for terms in radiology reports; and Elkin et al. [92] coded
signs, symptoms, diseases, and other findings of influenza from en-
counter notes into Systematized Nomenclature of Medicine – Clinical
Terms (SNOMED CT) medical terminology.

Machine learning–based IE approaches have gained much more
interest due to their efficiency and effectiveness [93–95], particularly
their success in many shared tasks [96]. Among the 263 included stu-
dies, 61 articles have illustrations on using machine learning algo-
rithms. Some articles included different machine learning approaches
for evaluation purposes. We took all of those approaches into con-
sideration and counted their frequency of appearance and listed the six
most frequently used methods in Table 3. Support Vector Machine
(SVM) is the most frequently employed method by researchers. Barrett
et al. [97] integrated feature-based classification (SVM) and template-
based extraction for IE from clinical text. Roberts et al. [94] proposed
an approach to use SVM with various features to extract anatomic sites
of appendicitis-related findings. Sarker et al. [98] proposed an auto-
matic text classification approach for detecting adverse drug reaction
using SVM. Himes et al. [99] conducted a study to classify chronic
obstructive pulmonary disease with SVM among asthma patients re-
corded in the electronic medical record. Logistic regression (LR) is
mostly used for entity and relation detections. For example, Chen et al.
[100] applied LR to detect geriatric competency exposures from stu-
dents’ clinical notes; and Rochefort et al. [101] used multivariate LR to
detect events with adverse relations from EHRs. Conditional random
field (CRF) is another widely used method in many papers for the
purpose of entity detection. For example, Deleger et al. [23] used CRF
to extract Pediatric Appendicitis Score (PAS) elements from clinical
notes; and Li et al. [60] used it to detect medication names and attri-
butes from clinical notes for automated medication discrepancy de-
tection. Based on our observation, many machine learning algorithms
leveraged outputs from IE as features. For example, Yadav et al. [102]
used IE tools to extract medical word features and then utilized those
features as input for a decision tree to classify emergency department
computed tomography imaging reports. Some researchers compared
different machine learning approaches in one paper for the purpose of
performance comparison. For example, to better identify patients with
depression in free-text clinical documents, Zhou et al. [86] compared
SVM, Generalized nearest neighbor (NNge), Repeated Incremental
Pruning to Produce Error Propositional Rule (RIPPER), and DT for
performance evaluation, and found that DT and NNge yielded the best
F-measure with high confidence, while RIPPER outperformed other
approaches with intermediate confidence.

3.2.3. Clinical IE-related NLP shared tasks
Multiple clinical NLP shared tasks have leveraged community ef-

forts for methodology advancement. Though we have categorized most
studies resulting from those shared tasks as methodology publications,
we would like to briefly describe those shared tasks due to their sig-
nificant impact on the clinical NLP research. Table 4 summarizes the

most recognizable clinical IE-related NLP shared tasks in the commu-
nity.

3.3. Applications of clinical information extraction

In this section, we summarize the application of clinical IE in terms
of disease study areas, drug-related study areas, and clinical workflow
optimization.

3.3.1. Disease study areas
IE for phenotyping accounted for a large portion of the studies.

Among 263 papers, 135 focused on IE of 88 unique diseases or condi-
tions from clinical notes, pathology reports, or radiology reports. For
further analysis, we used ICD-9 to categorize diseases, as shown in
Table 5. Our findings showed that the neoplasms category was the most
studied disease area (e.g., hepatocellular cancer [120] and colorectal
cancer [121]), followed by diseases of the circulatory system (e.g.,
heart failure [122] and peripheral arterial disease [51]), diseases of the
digestive system (e.g., pancreatic cyst [123] and celiac disease [124]),
diseases of the nervous system (e.g., headache [125], endocrine, nu-
tritional, and metabolic diseases), and immunity disorders (e.g., dia-
betes mellitus [126]).

The included IE studies involved 14 disease categories among a total
of 19 ICD-9 categories. Five disease areas were not covered in these
studies (i.e., diseases of the sense organs; complications of pregnancy,
childbirth, and the puerperium; congenital anomalies; certain condi-
tions originating in the perinatal period; and external causes of injury
and supplemental classification). Recent studies showed a research
trend to look further into refined diseases with specific features (e.g.,
drug-resistant pediatric epilepsy [127], severe early-onset childhood
obesity [49], non-severe hypoglycemic events [128], and neu-
ropsychiatric disorder [129]). This research trend reflects the fact that
IE techniques could play an important role when exact ICD-9 codes are
not available for data extraction. IE has been used to identify patients
having rare diseases with no specific ICD-9 diagnosis codes, such as
acquired hemophilia [130]. The most frequently studied individual
diseases (focused by more than 5 papers) were cancer, venous throm-
boembolism, PAD, and diabetes mellitus.

Various aspects of malignancy have been extensively focused, in-
cluding identifying specific cancer type [131] or molecular testing data
in a specific cancer type [132], cancer recurrence [44], diagnosis, pri-
mary site, laterality, histological type/grade, metastasis site/status
[133], cancer metastases [134], and cancer stage [135]. Mehrabi et al.
[131] developed a rule-based NLP system to identify patients with a
family history of pancreatic cancer. This study showed consistent pre-
cision across the institutions ranging from 0.889 in the Indiana Uni-
versity (IU) dataset to 0.878 in the Mayo Clinic dataset. Customizing
the algorithm to Mayo Clinic data, the precision increased to 0.881.
Carrell et al. [44] developed an NLP system using cTAKES to process
clinical notes for women with early-stage breast cancer to identify
whether recurrences were diagnosed and if so, the timing of these di-
agnoses. The NLP system correctly identified 0.92 of recurrences with
0.96 specificity. Farrugia et al. proposed an NLP solution for which
preliminary results of correctly identifying primary tumor stream, me-
tastases, and recurrence are up to 0.973 [134]. Nguyen et al. [133] used
Medtex to automatically extract cancer data and achieved an overall
recall of 0.78, precision of 0.83, and F-measure of 0.80 over seven ca-
tegories, namely, basis of diagnosis, primary site, laterality, histolo-
gical, histological grade, metastasis site, and metastatic status. Warner
et al. [135] developed an NLP algorithm to extract cancer staging in-
formation from narrative clinical notes. The study looked at the four
stages of lung cancer patients and showed that the algorithm was able
to calculate the exact stage of 0.72 of patients.

To extract venous thromboembolism, Tian et al. [136] used uni-
grams, bigrams, and list of negation modifiers to develop rules for
identifying if a sentence from clinical reports refers to positive case of

Table 3
The most frequently used machine learning methods (top 6) and the corre-
sponding number of papers in the included publications.

Method No. of Papers

Support Vector Machine (SVM) 26
Logistic regression (LR) 11
Conditional random field (CRF) 9
Decision Tree (DT) 8
Naïve Bayes (NB) 6
Random Forest (RF) 4
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deep vein thrombosis (DVT) or Pulmonary embolism, and NLP achieved
0.94 sensitivity, 0.96 specificity and 0.73 PPV for DVT. McPeek Hinz
et al. [137] tried to capture both acute and historical cases of throm-
boembolic disease using a general purpose NLP algorithm, and obtained
a positive predictive value of 0.847 and sensitivity of 0.953 for an F-
measure of 0.897.

For PAD, Savova et al. [51] used cTAKES to identify four groups of
PAD patients, positive, negative, probable and unknown based on
radiology reports, and the positive predictive value was in the high 90s.
Duke et al. [138] implemented an NLP system to improve identification
of PAD patients from EHR. The results showed that using unstructured
data is able to identify more PAD patients compared to structured data.
The NLP system was able to identify 98% of PAD patients in their da-
taset but when only structured data was used only 22% of PAD patients
were captured. The NLP system developed by Afzal et al. [139] ascer-
tained PAD status from clinical notes with sensitivity (0.96), positive
predictive value (0.92), negative predictive value (0.99), and specificity
(0.98).

Currently extraction of diabetes from clinical text can achieve a
performance score of over 0.95. For example, Wei et al. [140] combined
NLP, a machine learning algorithm (e.g., SVM), and ontology
(SNOMED-CT) for the automatic identification of patients with Type 2
Diabetes Mellitus, achieving an F-measure of above 0.950.

3.3.2. Drug-related studies
Out of 263 papers in our collection, 17 used IE for drug-related

studies. Table 5 shows our categorization of drug-related studies and
the number of papers in each category. In this section, we review papers
in each category and highlight their novelties.

3.3.2.1. Drug-named entity recognition. One of the main components in
drug-related studies is identifying drug names in clinical notes. Most of
these studies used a rule-based keyword search approach. MedEx,
developed by Xu et al. [141], has been applied in several studies,
such as the application in [142]. MedEx is a rule-based system that
extracts medication name, strength, route, and frequency. The system
was evaluated on 50 discharge summaries, and an F-measure of 0.93

was reported. Sohn et al. [143] studied semantic and context patterns
for describing medication information in clinical notes. They analyzed
two different corpora: 159 clinical notes from Mayo Clinic and 253
discharge summaries from the i2b2 shared task. They illustrated that 12
semantic patterns cover 95% of medication mentions. Zheng et al.
[144] developed an NLP system to extract mentions of aspirin use and
dosage information from clinical notes. The system had several
components, including sentence splitting, tokenization, part-of-speech
tagging, etc. To identify the mentions, the system used a keyword
search plus a word-sense disambiguation component. The authors
trained the systems on 2949 notes and evaluated it on 5339 notes.
The system achieved 0.955 sensitivity and 0.989 specificity.

3.3.2.2. Dosage information extraction. A few drug-related studies
focused on extracting dosage information from clinical notes. Xu
et al. [145] extended MedEx to extract dosage information from
clinical notes and then calculated daily doses of medications. They
tested the system for tacrolimus medication on four data sets and
reported precision in the range of 0.90–1.0 and a recall rate of 0.81–1.0.
In another study, Xu et al. [24] evaluated MedEx in an automating data-
extraction process for pharmacogenetic studies. The study used a cohort
of patients with a stable warfarin dose. They evaluated the system on
500 physician-annotated sentences and achieved 0.997 recall and 0.908
precision. The extracted information was used to study the association
between the dose of warfarin and genetic variants.

3.3.2.3. Adverse drug reaction detection. We identified three research
studies on extracting adverse drug reactions (ADRs) from clinical notes.
Wang et al. [75] conducted the first study to use unstructured data in
EHR for identifying an ADR. In this study, the authors used MedLEE to
identify medication entities and events. They considered co-occurrences
of entities and events as indications of ADR. The system evaluated for
seven drug classes and their known ADRs; the authors reported 0.75
recall and 0.31 precision. Sohn et al. [59] developed two systems, a
rule-based system to discover individual adverse effects and causative
drug relationships, and a hybrid system of machine learning (C4.5-
based decision tree) and a rule-based system to tag sentences containing
adverse effects. They evaluated the system in the domain of psychiatry
and psychology and reported 0.80 F-measure for the rule-based system
and 0.75 for the hybrid system. Haerian et al. [26] studied ADRs from
another perspective, confounders. They designed and implemented an
NLP system to identify cases in which the event is due to a patient’s
disease rather than a drug. They evaluated the system for two ADRs,
rhabdomyolysis and agranulocytosis, and reported 0.938 sensitivity
and 0.918 specificity.

Conclusions from these studies show that ADR identification is a
complex task and needs more sophisticated systems. Nevertheless, the
mentioned systems could assist experts in the process of manual review
of ADR identification.

3.3.2.4. Drug exposure extraction. Liu et al. [146] and Feng et al. [147]
developed NLP systems to determine patient drug exposure histories.
The former system, which is a hybrid system of NLP and machine
learning, first identifies drug names and then drug events. While
detecting drug events, the system labels drug mentions with an “on”
or “stop” label. Finally, the system models drug exposure for a patient
based on temporal information for each drug. The authors evaluated
the system for warfarin exposure and reported 0.87 precision and 0.79
recall. The latter system used NLP to identify drug exposure histories for
patients exposed to multiple statin dosages.

3.3.3. Clinical workflow optimization
Many studies leveraged clinical IE to improve and optimize clinical

workflow. Table 5 lists four categories of clinical workflow and the
number of papers in each category. In this section, we review papers in
each category and highlight their novelties.

Table 5
Application areas of clinical IE and the corresponding number of publications.

Application Areas No. of Papers

Disease study areas
Neoplasms 27
Diseases of the circulatory system 23
Diseases of the digestive system 12
Diseases of the nervous system 12
Endocrine, nutritional and metabolic diseases, and immunity

disorders
12

Mental disorders 12
Diseases of the respiratory system 11
Injury and poisoning 8
Diseases of the musculoskeletal system and connective tissue 6
Symptoms, signs, and ill-defined conditions 5
Infectious and parasitic diseases 3
Diseases of the genitourinary system 2
Diseases of the blood and blood-forming organs 1
External causes of injury and supplemental classification 1

Drug-related studies
Adverse drug reaction 3
Medication extraction 9
Drug exposure 2
Drug-treatment classification 1
Dosage extraction 3

Clinical workflow optimization
Adverse events 5
Quality control 8
Patient management 6
Measurement value extraction 8
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3.3.3.1. Adverse Event detection. Adverse events (AEs) are injuries
caused by medical management rather than the underlying condition
of the patient. Automated IE tools have been developed to detect AEs.
Rochefort et al. [101] utilized rules to detect AEs of (1) hospital-
acquired pneumonias, (2) central venous catheter–associated
bloodstream infections, and (3) in-hospital falls. Receiver operating
characteristic (ROC) was used to find the optimal threshold for
detection of AEs based on values of blood cell counts, abnormal
ventilator settings, or elevated body temperature. In another of their
studies [148], Rochefort and colleagues used similar techniques to
detect three highly prevalent AEs in elderly patients: (1) DVT, (2)
pulmonary embolism (PE), and (3) pneumonia. Zhang et al. [149]
extracted information on adverse reactions to statins from a
combination of structured EHR entries. Hazlehurst et al. [150] used
an NLP software, MediClass, to detect vaccine AEs based on concepts,
terms, and rules. Baer et al. [151] developed Vaccine Adverse Event
Text Mining (VaeTM) to extract features about AEs, including diagnosis
and cause of death, from clinical notes. They found that the clinical
conclusion from VaeTM agreed with the full text in 93% of cases, even
though 74% of words were reduced.

3.3.3.2. Quality control. Inappropriate emergency department (ED)
usage increases the workload of emergency care services due to the
fact that patients with non-urgent problems make up a substantial
proportion of ED visits. Using IE to automatically identify inappropriate
ED caseloads could accurately predict inappropriate use. In two studies
[27,70], researchers used GATE- and MetaMap-extracted
biopsychosocial concepts from the primary care records of patients
and studied their relationship to inappropriate use of ED visits. The
study [27] extracted over 38 thousand distinct UMLS codes from
13,836 patients’ primary records; and the codes of mental health and
pain were associated with inappropriate ED room use with statistical
significance (p < .001). It showed the feasibility of using IE to reduce
inappropriate ED usage. Tamang et al. [152] utilized rules to detect
unplanned care in EHRs, such as emergency care, unplanned inpatient
care, and a trip to an outpatient urgent care center, in order to reduce
these unplanned care episodes.

Researchers from UCLA conducted quality assessment of radiologic
interpretations using, as a reference, other clinical information, such as
pathology reports [153]. They developed a rule-based system to auto-
matically extract patient medical data and characterize concordance
between clinical sources, and showed the application of IE tools to fa-
cilitate health care quality improvement.

The increased use of imaging has resulted in repeated imaging ex-
aminations [154]. Ip et al. [155] utilized GATE [78] to extract imaging
recommendations from radiology reports and quantify repeat imaging
rates in patients. Since ADR is an important quality metric for colono-
scopy performance, a few studies showed the application of IE tools in
automatically extracting components to calculate ADR. Mehrotra and
Harkema [156] developed an IE tool to measure published colonoscopy
quality indicators from major gastroenterology societies, including
documentation of cecal landmarks and bowel preparation quality. Raju
et al. [157,158] developed an NLP program to identify adenomas and
sessile serrated adenomas from pathology reports for reporting ADR.
Gawron et al. [159] developed a flexible, portable IE tool—QUIN-
CE—to accurately extract pathology results associated with colo-
noscopies, which is useful for reporting ADRs across institutions and
health care systems.

3.3.3.3. Patient management. Popejoy et al. [15] described a care
coordination ontology that was built to identify and extract care
coordination activities from nursing notes and show how these
activities can be quantified. Activities include communication and/or
management of elderly patient needs. The study by Gundlapalli et al.

[160] aimed to detect homeless status using free-text Veterans Affairs
(VA) EHRs. In this study, a total of 356 concepts about risk factors
among the homeless population were categorized into eight categories,
including direct evidence, “doubling up,” mentions of mental health
diagnoses, etc.

Arranging and documenting follow-up appointments prior to pa-
tient dismissal is important in patient care. Information contained in
the dismissal record is beneficial for performance measurement to
support quality improvement activities and quality-related research.
Ruud et al. [161] used the SAS text mining tool (SAS Text Miner) [162]
to extract date, time, physician, and location information of follow-up
appointment arrangements from 6481 free-text dismissal records at
Mayo Clinic. The SAS Text Miner tool automatically extracts words and
phrases and labels them as “terms.” This is used to facilitate the IE
process of dismissal records. The total annotation time can be reduced
from 43 h to 14 h. Were et al. [163] evaluated the Regenstrief EXtracion
(REX) tool to extract follow-up provider information from free-text
discharge summaries at two hospitals. Comparing three physician re-
viewers showed that the tool was beneficial at extracting follow-up
provider information.

3.3.3.4. Measurement values extraction. Rubin et al. [164] used GATE
framework to identify device mentions in portable chest radiography
reports and to extract the information, indicating whether the device
was removed or remained present. The aim was to study complications,
such as infections that could be related to the presence and length of
time that devices were present. Hao et al. [165] developed a tool called
Valx to extract and normalize numeric laboratory test expressions from
clinical texts and evaluated them using clinical trial eligibility criteria
text. Garvin et al. [166,167] used regular expressions in UIMA to
extract left ventricular ejection fraction value, which is a key clinical
component of heart failure quality measure, from echocardiogram
reports, and achieved accurate results. Meystre et al. [168] developed
a system called CHIEF, which was also based on the UMIA framework,
to extract congestive heart failure (CHF) treatment performance
measures, such as left ventricular function mentions and values, CHF
medications, and documented reasons for a patient not receiving these
medications, from clinical notes in a Veterans Health Administration
project, and achieved high recall (> 0.990) and good precision
(0.960–0.978).

4. Discussion

Observing that clinical IE has been underutilized for clinical and
translational research, we have systematically reviewed the literature
published between 2009 and 2016 in this study. Our review indicates
that clinical IE has been used for a wide range of applications, but there
is a considerable gap between clinical studies using EHR data and
studies using clinical IE. This study enabled us to gain a more concrete
understanding of underlying reasons for this gap.

First, NLP experts trained in the general domain have limited ex-
posure to EHR data as well as limited experience in collaborating with
clinicians. Few clinical data sets are available in the public domain due
to the Health Insurance Portability and Accountability Act (HIPAA)
privacy rule and institutional concerns [169]. Our review showed that
the majority of clinical IE publications are from a handful of health care
institutions, usually with a strong informatics team (including NLP
experts). The development of clinical IE solutions often requires NLP
experts to work closely with clinicians who can provide the necessary
domain knowledge. However, even with the availability of some EHR
data sets to the general community accessible with a data-use agree-
ment (e.g., i2b2 and MIMIC II), they are still underutilized.

Second, as an applied domain, clinical NLP has been dominated by
rule-based approaches, which is considerably different from the general
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NLP community. We demonstrated that more than 60% of the studies in
this review used only rule-based IE systems. However, in the academic
NLP research domain (as opposed to the applied or commercial NLP
domain), rule-based IE is widely considered obsolete, and statistical
machine learning models dominate the research. For example,
Chiticariu et al. [170] examined 177 research papers in four best NLP
conference proceedings (NLP, EMNLP, ACL, and NAACL) from 2003
through 2012 and found that only 6 papers relied solely on rules. The
skew of clinical IE toward rule-based approaches is very similar to the
situation of commercial IE products in the general NLP application
domain (as opposed to the specialized clinical NLP domain). Chiticariu
and colleagues [170] also conducted an industry survey on 54 different
IE products in the general domain and found that only one-third of the
vendors relied entirely on machine learning. The systems developed by
large vendors, such as IBM, SAP, and Microsoft, are completely rule-
based. Like these commercial products in the general domain, clinical
IE systems greatly value rule-based approaches due to their interpret-
ability to clinicians. In addition, rule-based IE can incorporate domain
knowledge from knowledge bases or experts, which is essential for
clinical applications. We found that seven machine learning algorithms
were applied on four NLP subtasks in 15 studies, and 16 machine
learning algorithms were adopted on classification and regression tasks
in 64 studies. Most machine learning methods were used for data pre-
diction (e.g., chronic obstructive pulmonary disease prediction [99]),
estimation (e.g., lesion malignancy estimation [171]), and association
mining (e.g., association between deep vein thrombosis and pulmonary
embolism [172]), while only a small group of them were applied di-
rectly to NLP tasks (e.g., tumor information extraction [67] and
smoking status extraction [55]). Deep learning [173], the prevalent
representation-learning method, has not been utilized in the 263 in-
cluded studies. Nevertheless, there are over 2800 deep-learning pub-
lications in the Scopus database in the year 2015 alone. This is again
partially due to the limited availability of clinical data sets to re-
searchers. Other reasons include the challenge of interpretability of
machine learning methods [174] and the difficulty of correcting spe-
cific errors reported by end users (compared to rule-based approaches,
which can trivially modify rules correct specific errors). Efforts, such as
organizing shared tasks to release clinical text data, are needed to en-
courage more NLP researchers to contribute to clinical NLP research.

Additionally, the portability and generalizability of clinical IE sys-
tems are still limited, partially due to the lack of access to EHRs across
institutions to train the systems, and partially due to the lack of stan-
dardization. Rule-based IE systems require handcrafted IE rules, while
machine learning–based IE systems require a set of manually annotated
examples. The resultant IE systems may lack portability, primarily due
to the sublanguage difference across heterogeneous sources. One po-
tential solution to this lack of portability is to adopt advanced IE
techniques, such as bootstrapping or distant supervision, to build por-
table and generalizable IE systems [175–179]. These techniques take
advantage of a large amount of raw corpus, information redundancy
across multiple sources, and existing knowledge bases to automatically
or semi-automatically acquire IE knowledge. For example, we can
generate raw annotated examples by utilizing an information re-
dundancy across multiple sources and known relationships recorded in
knowledge bases. Additionally, most IE tasks are defined without
standard information models (a model defining a representation of
concepts and the relationships, constraints, rules, and operations to
specify data semantics) or value sets (typically used to represent the
possible values of a coded data element in an information model),
which also limit their portability and generalizability.

We believe the above issues could be alleviated through the training
of NLP experts with cross-disciplinary experience, the adoption of
standard information models and value sets to improve the

interoperability of NLP systems and downstream applications, and
collaboration among multiple institutions to advance privacy-preser-
ving data analysis models. Training NLP experts with cross-disciplinary
experience is critical to the biomedical informatics community, am-
plified by the area’s interdisciplinary nature. Most NLP courses in in-
formatics training focus on state-of-the-art NLP techniques, while our
review demonstrates the widespread use of rule-based NLP systems for
real-world practice and clinical research. It may imply an opportunity
in informatics training to distinguish academic informatics from ap-
plied informatics. Even machine learning-based NLP systems achieve
the state-of-the-art performance, however, it is difficult for clinicians
and clinical researchers to participate in the system development pro-
cess.

Standardizing semantics involves two components: (1) information
models and (2) value sets. Information models generally specify data
semantics and define the representation of entities or concepts, re-
lationships, constraints, rules, and operations, while value sets specify
permissible values. The adoption of standards will improve the inter-
operability of NLP systems and, therefore, facilitate the use of NLP for
EHR-based studies. A potential solution is to leverage an international
consensus information model, such as the Clinical Information
Modeling Initiative (CIMI), and use the compositional grammar for
SNOMED-CT concepts in Health Level Seven International (HL7) as
standard representations. There are a few existing efforts focusing on
sharing clinical data of a group of patients. For example, the clinical e-
science framework (CLEF) [180], a UK MRC–sponsored project, aims to
establish policies and infrastructure for clinical data sharing of cancer
patients to enable the next generation of integrated clinical and
bioscience research. However, no prior effort exists for privacy-pre-
serving computing (PPC) on NLP artifacts with distributional informa-
tion [181,182]. PPC strategies could combine different forms provided
by different data resources within the topic of privacy restrictions. A
primary issue of leveraging this technique is building a PPC infra-
structure. Advanced PPC infrastructure, such as integrating Data for
Analysis, Anonymization, and SHaring (iDASH) [183], may be a viable
option. Through existing collaborating efforts or building and lever-
aging this privacy-preserving computing infrastructure, it will become
more prevalent to use EHR data for structuring of clinical narratives
and supporting the extraction of clinical information for downstream
applications.

This review has examined the last 8 years of clinical information
extraction applications literature. There are a few limitations in this
review. First, this study may have missed relevant articles published
after September 7, 2016. Second, the review is limited to articles
written in the English language. Articles written in other languages
would also provide valuable information. Third, the search strings and
databases selected in this review might not be sufficient and might have
introduced bias into the review. Fourth, the articles utilizing clinical
narratives from non-EHR systems, such as clinical trials [184], are not
considered in this review. Finally, the 27 articles about releasing new IE
tools and 125 methodology articles are not included in this literature
review and will be the focus of future work.
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Appendix A. Search strategy

A.1. Ovid

Database(s): Embase 1988 to 2016 Week 36, Ovid MEDLINE(R) In-Process & Other Non-Indexed Citations and Ovid MEDLINE(R) 1946 to Present
Search Strategy:

No. Searches Results

1 (clinic or clinical or “electronic health record” or “electronic health records”).mp. 10,297,015
2 (“coreference resolution” or “co-reference resolution” or “information extraction” or “named entity extraction” or “named

entity recognition” or “natural language processing” or “relation extraction” or “text mining”).mp.
10,981

3 “information retrieval”.mp. 29,773
4 (1 and 2) not 3 3245
5 limit 4 to English language 3204
6 limit 5 to yr=“2009 -Current” 2480
7 limit 6 to (editorial or erratum or letter or note or comment) [Limit not valid in Embase, Ovid MEDLINE(R), Ovid MEDLINE(R)

In-Process; records were retained]
36

8 6 not 7 2444
9 remove duplicates from 8 1651

A.2. Scopus

1 TITLE-ABS-KEY(clinic OR clinical OR “electronic health record” OR “electronic health records”)
2 TITLE-ABS-KEY(“coreference resolution” OR “co-reference resolution” OR “information extraction” OR “named entity extraction” OR “named

entity recognition” OR “natural language processing” OR “relation extraction” OR “text mining”)
3 TITLE-ABS-KEY(“information retrieval”)
4 PUBYEAR AFT 2008 AND LANGUAGE(english)
5 (1 and 2 and 4) and not 3
6 DOCTYPE(le) OR DOCTYPE(ed) OR DOCTYPE(bk) OR DOCTYPE(er) OR DOCTYPE(no) OR DOCTYPE(sh)
7 5 and not 6
8 PMID(0∗) OR PMID(1∗) OR PMID(2∗) OR PMID(3∗) OR PMID(4∗) OR PMID(5∗) OR PMID(6∗) OR PMID(7∗) OR PMID(8∗) OR PMID(9∗)
9 7 and not 8

A.3. Web of science

1 TOPIC: (clinic OR clinical OR “electronic health record” OR “electronic health records”) AND TOPIC: (“coreference resolution” OR “co-
reference resolution” OR “information extraction” OR “named entity extraction” OR “named entity recognition” OR “natural language processing”
OR “relation extraction” OR “text mining”) AND LANGUAGE: (English) AND DOCUMENT TYPES: (Article OR Abstract of Published Item OR Book
OR Book Chapter OR Meeting Abstract OR Proceedings Paper OR Review) Indexes= SCI-EXPANDED Timespan= 2009–2016

2 TS=(“information retrieval”)
3 1 NOT 2
4 PMID=(0∗ or 1∗ or 2∗ or 3∗ or 4∗ or 5∗ or 6∗ or 7∗ or 8∗ or 9∗)
5 3 NOT 4

A.4. ACM Digital Library

+clinic +“information extraction” −“information retrieval”
+clinical +“information extraction” −“information retrieval”
+“electronic health record” +“information extraction” −“information retrieval”
+“electronic health records” +“information extraction” −“information retrieval”
+clinic +“coreference resolution” −“information retrieval”
+clinical +“ coreference resolution” −”information retrieval”
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+“electronic health record” +“ coreference resolution” −“information retrieval”
+“electronic health records” +“ coreference resolution” −“information retrieval”
+clinic +“co−reference resolution” −“information retrieval”
+clinical +“co−reference resolution” −“information retrieval”
+“electronic health record” +“co−reference resolution” −“information retrieval”
+“electronic health records” +“co−reference resolution” −“information retrieval”
+clinic +“named entity extraction” −“information retrieval”
+clinical +“named entity extraction” −“information retrieval”
+“electronic health record” +“named entity extraction” −“information retrieval”
+“electronic health records” +“named entity extraction” −“information retrieval”
+clinic +“named entity recognition” −“information retrieval”
+clinical +“named entity recognition” −“information retrieval”
+“electronic health record” +“named entity recognition” −“information retrieval”
+“electronic health records” +“named entity recognition” −“information retrieval”
+clinic +“natural language processing” −“information retrieval”
+clinical +“natural language processing” −“information retrieval ”
+“electronic health record” +“natural language processing” −“information retrieval”
+“electronic health records” +“natural language processing” −“information retrieval”
+clinic +“relation extraction” −“information retrieval”
+clinical +“relation extraction” −“information retrieval ”
+“electronic health record” +“relation extraction” −“information retrieval”
+“electronic health records” +“relation extraction” −“information retrieval”
+clinic +“text mining” −“information retrieval”
+clinical +“text mining” −“information retrieval ”
+“electronic health record” +“text mining” −“information retrieval”
+“electronic health records” +“text mining” −“information retrieval”
All limited from January 1, 2009 to September 6, 2016.

Appendix B. Supplementary material

Supplementary data associated with this article can be found, in the online version, at http://dx.doi.org/10.1016/j.jbi.2017.11.011.
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