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Reliable software is mandatory for complex mission-critical systems. Classifying modules as fault-prone, or not, is a valuable technique for guiding development processes, so that resources can be focused on those parts of a system that are most likely to have faults. Logistic regression offers advantages over other classification modeling techniques, such as interpretable coefficients. There are few prior applications of logistic regression to software quality models in the literature, and none that we know of account for prior probabilities and costs of misclassification. A contribution of this paper is the application of prior probabilities and costs of misclassification to a logistic regression-based classification rule for a software quality model.

This paper also contributes an integrated method for using logistic regression in software quality modeling, including examples of how to interpret coefficients, how to use prior probabilities, and how to use costs of misclassifications. A case study of a major subsystem of a military, real-time system illustrates the techniques.

Keywords: Software Process; Process Measures; Software Metrics; Fault-prone Modules; Software Reuse; Spiral Life Cycle; Software Quality Modeling; Logistic Regression.

1. Introduction

For mission-critical systems to be highly reliable, embedded software must also be highly reliable. Software faults are not due to wear and tear during operations, but result from mistakes in design and coding decisions during development and enhancement. Early classification of modules as fault-prone or not is a valuable technique for guiding development processes, so that resources can be focused to remove faults before the software becomes operational. Software quality models are a tool for doing this.
Logistic regression offers easier interpretation compared to other classification
techniques.\textsuperscript{1} There are few prior applications of logistic regression to software
quality models in the literature,\textsuperscript{2,3} and none that we know of that account for
prior probabilities and costs of misclassification. Previous software quality model-
ing classification studies by other researchers have used uniform prior probabilities
and equal costs for all kinds of misclassifications. In a preliminary case study,
prior probabilities and costs of misclassification improved software quality models
based on nonparametric discriminant analysis.\textsuperscript{4} A contribution of this research is
confirmation that the same principles apply to logistic regression.

Another contribution of this research is presentation of an integrated method
for using logistic regression in software quality modeling, including examples of how
to interpret logistic regression coefficients, how to use prior probabilities, and how
to use costs of misclassifications.

A case study was based on a large subsystem of a tactical military system, the
Joint Surveillance Target Attack Radar System, JSTARS. It is an embedded, real
time application. The objective of our software quality model was to predict at the
beginning of integration whether each module will be considered \textit{not fault-prone} or
\textit{fault-prone} at the end of the current development cycle. With such predictions,
one can focus review, integration, and testing resources on high risk parts of the
system. The independent variables were measures of development processes prior
to integration.\textsuperscript{5}

The remainder of this paper presents general principles, a case study, and con-
cclusions. The case study is a step by step example of how to prepare data and how
to build, interpret, and validate a model.

2. Applying Logistic Regression

Logistic regression is a statistical modeling technique where the dependent vari-
able has only two possible values.\textsuperscript{6} Independent variables may be categorical, dis-
crete, or continuous. In software quality modeling, we usually consider a module
as an “observation”. Our dependent variable is \textit{Class}, which has only two possible
values: a module is a member of one group or the other. In this paper, we will
use the groups \textit{not fault-prone} and \textit{fault-prone}; other groups may be used in other
circumstances.

A classification model predicts membership in one group or the other. However,
since a model is not likely to be perfect, some modules will probably be misclassi-
fyed by the model, compared to actual group membership. Being consistent with
terminology in our previously published work,\textsuperscript{7} Type I errors misclassify modules
that are actually \textit{not fault-prone} as \textit{fault-prone}. Type II errors misclassify modules
that are actually \textit{fault-prone} as \textit{not fault-prone}.

There are several possible strategies for encoding categorical independent vari-
ables. For binary categorical variables, we encode the categories as the values zero
and one. Discrete and continuous variables may be used directly. Let $x_j$ be the
$j^{th}$ independent variable, and let $x_i$ be the vector of the $i^{th}$ module’s independent
variable values.

2.1. Building a Model

We designate a module being fault-prone as an “event”. Let \( p \) be the probability of an event, and thus, \( p/(1-p) \) is the odds of an event. The logistic regression model has the form

\[
\log \left( \frac{p}{1-p} \right) = \beta_0 + \beta_1 x_1 + \ldots + \beta_j x_j + \ldots + \beta_m x_m
\]  

where \( \log \) means natural logarithm and \( m \) is the number of independent variables. Let \( \beta_j \) be the estimated value of \( \beta_j \). This model can be restated as

\[
p = \frac{\exp(\beta_0 + \beta_1 x_1 + \ldots + \beta_m x_m)}{1 + \exp(\beta_0 + \beta_1 x_1 + \ldots + \beta_m x_m)}
\]  

which implies each \( x_j \) is assumed to be monotonically related to \( p \). Fortunately, most software engineering measures do have a monotonic relationship with faults that is inherent in the underlying processes.

Given a list of candidate independent variables and a threshold significance level, \( \alpha \), some of the estimated coefficients may not be significantly different from zero. Such variables should not be included in the final model. The process of choosing significant independent variables is called “model selection”. Stepwise logistic regression is one method of model selection which uses the following procedure.

Initially, estimate a model with only the intercept. Evaluate the significance of each variable not in the model. Add to the model the variable with the largest chi-squared \( p \)-value which is better than a given threshold significance level. Estimate parameters of the new model. Evaluate the significance of each variable in the model. Remove from the model the variable with the smallest chi-squared \( p \)-value whose significance is worse than a given threshold significance level. Repeat until no variables can be added or removed from the model. Tests for adding or removing a variable are based on an adjusted residual chi-squared statistic for each variable, comparing models with and without the variable of interest.¹⁰

We calculate maximum likelihood estimates of the parameters of the model, \( \beta_j \), using the iteratively reweighted least squares algorithm. Other algorithms are also available to calculate maximum likelihood estimates. The same algorithm is used both in the stepwise procedure and for the final model. The estimated standard deviation of a parameter can be calculated, based on the log-likelihood function.¹¹ These calculations are provided by commonly available statistical packages, such as SAS.¹²

The odds ratio, \( \psi_j \), is a statistic that indicates the relative effect on the odds of an event by a one unit change in the \( j^{th} \) independent variable.¹³ For example, suppose \( x_j \) is a binary variable with values zero or one. Let \( p(1) \) be the probability of an event when \( x_j = 1 \), and let \( p(0) \) be the probability of an event when \( x_j = 0 \),
other things being equal,

$$\psi_j = \frac{p(1)/(1 - p(1))}{p(0)/(1 - p(0))}$$

(3)

Thus, the odds of an event for an observation with \( x_j = 1 \) is \( \psi_j \) times the odds of an event for \( x_j = 0 \). The odds ratio is estimated by

$$\hat{\psi}_j = e^{b_j}$$

(4)

The odds ratio illustrates how straightforward interpretation is one of logistic regression's advantages.

2.2. Prior Probabilities

We often model software development as a process that produces modules which are random samples from a large population of modules that might have been developed. From a Bayesian viewpoint, our knowledge of the population is embodied in prior probabilities of class membership, i.e., “prior” to knowing the attributes of any modules in the sample. Logistic regression calculates the probability of being fault-prone based on module attributes, but this is not enough. A decision rule that minimizes misclassifications should also take into account the overall proportions of the underlying populations for each group, as well.\(^{10}\)

Let \( \pi_{fp} \) be the prior probability of membership in the fault-prone group, and let \( \pi_{nfp} \) be the prior probability of membership in the not fault-prone group. We want to choose prior probabilities that are appropriate for each set of modules that we classify. When a large fit data set is representative of the population, we choose the prior probabilities, \( \pi_{fp} \) and \( \pi_{nfp} \), to be the proportion of fit modules in each group. Otherwise, we make adjustments according to our knowledge about the data set. If we do not have information about the population of modules, we choose the uniform prior, \( \pi_{fp} = \pi_{nfp} = 0.5 \). Most software engineering classification models in the literature by other researchers use the uniform prior.\(^{2,11,12,13,14}\) Choosing prior probabilities for software quality models is a contribution of this research.

There are several module sets of interest: the fit data set, the validation data set, and application data sets. When judging quality of fit, we use priors based on the fit data set. When validating a model with an independent data set, we consider whether or not its proportion of fault-prone modules should be similar to the fit data set's. If so, we use prior probabilities based on the fit data set. When applying the model to other projects or subsequent releases (application data sets), we may adjust prior probabilities based on our knowledge of project attributes and plans.

2.3. Costs of Misclassifications

In software engineering, the cost for acting on each type of erroneous prediction will depend on the process improvement technique that uses the prediction.\(^4\) For example, suppose we apply reliability enhancement processes, such as additional
reviews, to modules identified as fault-prone. The cost of a Type I misclassification is to waste time on additional reviews of a module that is actually not fault-prone. The cost of a Type II misclassification is the lost opportunity to review a fault-prone module and detect its faults earlier in development. A fault that might have been discovered during a review will end up being discovered later in the project, when the cost of fixing it is much greater.

Let \( C_I \) be the cost of a Type I misclassification, and let \( C_{II} \) be the cost of a Type II misclassification. Logistic regression calculates the probability of being fault-prone based on attributes of the modules. A classification rule that minimizes the number of misclassifications may include prior probabilities, but this is not enough. Not all misclassifications are equivalent. Some types cost more than others. An optimal classification rule should minimize the expected cost of misclassifications (ECM), given by

\[
ECM = C_I \pi_{nfp} \Pr(fp|nfp) + C_{II} \pi_{fp} \Pr(nfp|fp)
\]

where \( \Pr(fp|nfp) \) and \( \Pr(nfp|fp) \) are the Type I and Type II misclassification rates, respectively. When costs of misclassification are unknown or unimportant, we choose equal costs, \( C_I/C_{II} = 1 \).

2.4. Classification

Given a logistic regression model, a module can be classified as fault-prone or not, by the following procedure:

1. Calculate \( \hat{p}/(1 - \hat{p}) \) using

\[
\log \left( \frac{\hat{p}}{1 - \hat{p}} \right) = b_0 + b_1 x_1 + \ldots + b_j x_j + \ldots + b_M x_M
\]

2. Assign the module by a classification rule that minimizes the expected cost of misclassification.

\[
\text{Class}(x_i) = \begin{cases} 
\text{fault-prone} & \text{if } \frac{\hat{p}}{1 - \hat{p}} \geq \left( \frac{C_I}{C_{II}} \right) \left( \frac{\pi_{nfp}}{\pi_{fp}} \right) \\
\text{not fault-prone} & \text{otherwise}
\end{cases}
\]

This rule minimizes the expected cost of misclassification (Eq. (5)) as shown in Johnson and Wichern,\(^{10}\) and generalizes when priors or costs are unknown or unimportant. We have found that this rule is valuable in software engineering applications.

3. Case Study

The Joint Surveillance Target Attack Radar System, JSTARS, was developed by Northrop Grumman for the U.S. Air Force in support of the U.S. Army.\(^{15,5}\) The system performs ground surveillance, providing real time detection, location,
classification, and tracking of moving and fixed objects. The system was developed under the spiral life cycle model.\textsuperscript{16} Enhancements are currently being implemented.

We call each prototype of a spiral life cycle a “Build”. Successive versions of modules are created as development progresses. The “baseline version” of a Build has all planned functionality implemented but not necessarily integrated and tested. The “ending version” is the one released for operational testing or the one accepted by the customer. Development of planned enhancements is done between the ending version of the prior Build and the baseline version of the current Build.

The following sections illustrate our method for applying logistic regression to software quality modeling. The major steps are prepare data sets, build a model, interpret the model, and validate the model. Then the model is ready for application to similar projects or subsequent spiral life cycle iterations.

We have also successfully applied the same method to other industry projects which used product and/or process attributes as independent variables.

3.1. Prepare Data

This major step consists of the following detailed steps: collect configuration management data, retrieving source code if necessary; analyze source code; collect problem reporting system data; calculate variables; and prepare \textit{fit} and \textit{test} data sets.

Collect configuration management data. The subject of this case study was the set of FORTRAN modules from a major subsystem of the final Build, totaling 1,643 modules and accounting for 38\% of FORTRAN modules in JSTARS. Each module was a source file with one compilation unit, such as a subroutine. The project’s configuration management system identified module versions for the baseline and ending versions of the system. Only modules under study that existed in both of these versions were selected.

Analyze source code. The configuration management system also retrieved archived source code for this case study. A source code analysis tool determined whether declarations or executable statements were changed from one version to the next. Changes to comments were not considered. Future work will consider software product metrics.

Collect problem reporting system data. The project uses a problem reporting system to track and control modifications to software, documents, and other software development objects. The primary raw data for the case study were Software Trouble Reports (STR). STRs are generated as problems are discovered by reviews, integration, and testing. Whenever source code is changed, the reason for the change and the version of the affected module is recorded in the STR.

One of the STR attributes is its “Activity”. We categorized Activities of interest into four general reasons that a module was modified.\textsuperscript{5} FAULTS means code
changed due to developer errors; REQUIREMENT means code changed due to unplanned requirements changes; PERFORMANCE means code changed due to inadequate speed or capacity; and DOCUMENTATION means code changes were mandated during documentation changes. Our study included only those STRs that resulted in modification to declarations or executable statements of the code.

**Calculate variables.** Let Faults be the number of Faults STRs that caused updates to a module’s source code between the baseline version and the ending version of the Build. This is essentially the number of faults discovered during integration and testing.

The dependent variable of the model was defined as class membership where

\[
Class = \begin{cases} 
\text{not fault-prone} & \text{If } \text{Faults} < \text{threshold} \\
\text{fault-prone} & \text{If } \text{Faults} \geq \text{threshold}
\end{cases}
\] (8)

where threshold was chosen according to project-specific criteria. After discussions with project engineers, a classification threshold of two faults was selected. In other words, the project engineers considered approximately one quarter of the modules to be fault-prone. Another threshold might be appropriate for another project.

Class is known at the time of the ending version.

The cumulative numbers of STRs that affected code prior to the baseline version are attributes of a module’s process history as follows. Let BaseFlts, BaseReq, BasePerf, and BaseDoc be the number of Faults, REQUIREMENT, PERFORMANCE, and DOCUMENTATION STRs, respectively.

Since each selected STR resulted in changes to code, and changes to code are opportunities for faults, a statistical relationship to Faults is plausible. A fault may be caused by various kinds of human mistakes. Each STR’s reason entails different kinds of mental processes to implement a change to code. Diagnosis and correction of a fault occurs in the context of familiar requirements, specifications and designs. Analysis of new or changed requirements involves creating a new design that balances minimal disruption to the existing design, conformance to requirements, and flexibility for the future. Improving performance depends on an analysis of run-time behavior, rather than functionality. Diagnosing and correcting implementation discrepancies discovered during documentation revisions entails a detailed view of the code. Thus, these baseline variables are related to various aspects of software engineering which may affect the occurrence of faults.

We define categorical variables to model reuse from the prior Build. New modules were created during development of the current Build.

\[
IsNew = \begin{cases} 
1 & \text{If module did not exist in ending version of prior Build} \\
0 & \text{Otherwise}
\end{cases}
\] (9)

Preexisting modules with some changed code were reused with modifications. If a module had no code changed between the ending version of the prior Build and the
baseline version of the current Build, then it was reused as an object.

\[ IsChg = \begin{cases} 
0 & \text{If no changed code since prior Build} \\
1 & \text{Otherwise} 
\end{cases} \]

(10)

Since modules with a long history may be more reliable, we define the age of a module in terms of the number of Builds it has existed.

\[ Age = \begin{cases} 
0 & \text{If module is new} \\
1 & \text{If module was new in the prior Build} \\
2 & \text{Otherwise} 
\end{cases} \]

(11)

Our data did not include information on whether a module’s age was more than two Builds.

This project had data to support calculating the above variables. Other projects might have data for other process variables.

**Prepare data sets.** Data splitting is a technique for evaluating model accuracy when data on a similar subsequent project is not available. We impartially divided the modules into fit and test data sets. The fit data set was used to build a model, and the test data set was used to validate it. The fit data set had two thirds of the modules (1,096), and the test data set had the remaining third (347). (Other split ratios may be appropriate in other studies.)

**3.2. Build Model**

This major step consists of the following detailed steps: select significant independent variables; and estimate parameters of the final logistic regression model.

**Select significant independent variables.** The candidate independent variables represent the history of each module, known at the time of the baseline version, namely, the cumulative number of STRs for each reason, and its reuse from previous Builds (\textit{BaseFlts}, \textit{BaseReq}, \textit{BasePerf}, \textit{BaseDoc}, \textit{IsNew}, \textit{IsChg}, \textit{Age}). Independent variables were selected in the order shown in Equation (12) below, using stepwise logistic regression at the \( \alpha = 0.15 \) significance level. In this study, we did not consider interactions among independent variables. This is a topic for further research.

**Estimate parameters of the final logistic regression model.** Recall that \( p \) is the probability that a module is a member of the fault-prone class. Logistic regression estimated the following model based on the fit data set.

\[
\log \left( \frac{\hat{p}}{1 - \hat{p}} \right) = -1.611 + 0.247 \text{BaseFlts} + 0.728 \text{IsNew} + 0.779 \text{BaseReq} \\
-0.560 \text{Age} + 0.457 \text{IsChg}
\]

(12)
Table 1 shows each estimated parameter, $b_j$, its standard deviation, $s_j$, and its odds ratio, $\psi_j$. This model with these coefficients is only applicable to our case study project. The modeling method is generally applicable, but each software development project must build and calibrate its own model.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coeff $b_j$</th>
<th>StdDev $s_j$</th>
<th>OddsRatio $\psi_j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-1.611</td>
<td>0.337</td>
<td>—</td>
</tr>
<tr>
<td>BaseFlts</td>
<td>+0.247</td>
<td>0.032</td>
<td>1.280</td>
</tr>
<tr>
<td>BaseReq</td>
<td>+0.779</td>
<td>0.206</td>
<td>2.180</td>
</tr>
<tr>
<td>IsNew</td>
<td>+0.728</td>
<td>0.323</td>
<td>2.070</td>
</tr>
<tr>
<td>IsChg</td>
<td>+0.457</td>
<td>0.242</td>
<td>1.580</td>
</tr>
<tr>
<td>Age</td>
<td>-0.560</td>
<td>0.187</td>
<td>0.571</td>
</tr>
</tbody>
</table>

Other variables were not significant at 15% level.

### 3.3. Interpret the Model

This major step interprets the following aspects of a model: the significance of selected independent variables, the signs of coefficients, and the odds ratios of the independent variables.

**Interpret the significance of selected variables.** BaseFlts was the first variable selected, implying that it was more closely correlated to Class than the other variables. This is also indicated by fact that it has the smallest standard deviation relative to the size of the coefficient. Its relationship to Class may be due to several factors. For example, code changed in fixing faults are opportunities for more mistakes. Moreover, the underlying software attributes that cause human errors are probably not removed by fixing bugs.

The significance of BaseReq confirms conventional wisdom and earlier research on the relationship between enhancements and faults. Unplanned requirements changes often disrupt the development process, resulting in more faults to be discovered later.

IsNew, IsChg, and Age were also significant. New modules have not been tested as much as older modules, and changed modules are often changed by someone other than the original designer, risking misunderstandings.

BasePerf and BaseDoc were not included in this model at significance level $\alpha = 0.15$, and thus, are not strongly related to faults discovered during integration and testing.

**Interpret the sign of coefficients.** Since $p$ was defined as the probability of being fault-prone, a negative intercept, $b_0$, means that if we ignore the other variables, we expect a typical module to be not fault-prone, which is consistent with the small proportion of fault-prone modules in the fit data set. A positive coefficient,
$b_1, \ldots, b_m$, means that larger values of that variable were associated with worse reliability. Age was the only variable with a negative coefficient. This implies that older modules were more reliable, because the probability of being fault-prone was less. This was expected since they have had more testing and operational use.

**Interpret the odds ratio of variables.** The odds ratio for IsChg was 1.580. This indicates that the odds of being fault-prone for changed modules was about 58% more than the odds for unchanged modules.

The odds ratios for BaseFlts and BaseReq indicate the influence of an additional baseline STR on the likelihood of faults during integration and testing. Suppose modules $A$ and $B$ had the same process history except $B$ had one more REQUIREMENT STR than $A$. The odds ratio of BaseReq was 2.180. Therefore, the odds of $B$ being fault-prone would be more than twice the odds of $A$. Since the odds ratio of BaseReq was larger than that of BaseFlts, we conclude that a requirements change prior to the baseline version had a greater expected impact on the likelihood of faults during integration and testing than fixing a bug.

3.4. **Validate the Model**

This major step consists of these detailed steps: select priors ratio and cost ratio; classify each module in the test data set; and compare the predicted values with the actual values.

**Select the ratio of prior probabilities and the ratio of costs of misclassification.** We considered both uniform and nonuniform priors. For nonuniform priors, we assumed the probability of fault-prone modules in the test data set was the same as the proportion in the fit data set. We considered a wide range of misclassification cost ratios. The fit data set had 809 not fault-prone modules and 287 fault-prone modules.

**Classify each module in the test data set.** Once parameters are estimated, one can input values for the independent variables into Equation (12) and then apply the decision rule in Equations (7) to classify a module. Validation of a model should be done with an independent test data set which also contains values for both the dependent variable and independent variables. Validation tells us the level of accuracy to expect when applying the model to a similar data set at the beginning of integration, when the actual class memberships are not known.

**Compare the predicted values with the actual values.** The model was applied to the test data set. Table 2 and Figure 1 compare the actual with the predicted classifications for a range of values of $C_I/C_{II}$.

Since only about one quarter of the modules in the fit data set were actually fault-prone, the case of uniform priors ($\pi_{nfp}/\pi_{fp} = 0.5/0.5$) and equal misclassification costs ($C_I/C_{II} = 1/1$) was similar to the case of ($\pi_{nfp}/\pi_{fp} = 809/287$) and
### Table 2. Validation

<table>
<thead>
<tr>
<th>Test data set</th>
<th>Number of modules/percent</th>
<th>Misclassifications</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Type I</td>
</tr>
<tr>
<td>π_{n_{fp}}/π_{f_0}</td>
<td>C_1/C_{11}</td>
<td>(π_{n_{fp}}/π_{f_0})(C_1/C_{11})</td>
</tr>
<tr>
<td>0.5/0.5</td>
<td>1/1</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>809/287</td>
<td>1/1</td>
<td>2.829</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>809/287</td>
<td>1/2</td>
<td>1.409</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>809/287</td>
<td>1/3</td>
<td>0.940</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>809/287</td>
<td>1/4</td>
<td>0.705</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>809/287</td>
<td>1/5</td>
<td>0.564</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>809/287</td>
<td>1/6</td>
<td>0.470</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>809/287</td>
<td>1/7</td>
<td>0.403</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>809/287</td>
<td>1/8</td>
<td>0.352</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>809/287</td>
<td>1/9</td>
<td>0.313</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>809/287</td>
<td>1/10</td>
<td>0.282</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>809/287</td>
<td>1/15</td>
<td>0.188</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>809/287</td>
<td>1/20</td>
<td>0.141</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>809/287</td>
<td>1/30</td>
<td>0.094</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>809/287</td>
<td>1/50</td>
<td>0.056</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

404 not fault-prone modules (base of Type I %)
143 fault-prone modules (base of Type II %)
547 modules, total (base of Overall %) in the test data set
\( C_I / C_{II} = 1/3 \). For this data, uniform priors and equal costs was not a satisfactory classification rule for practical use because the Type II misclassification rate (74.13\%) is so large that a reliability enhancement effort would miss most of the fault-prone modules.

When we use nonuniform priors and let misclassification costs be equal, our classification rule minimized the overall misclassification rate for the fit data set. This model was also not useful due to a high Type II misclassification rate (86.01\%).

The models on each end of the range of cost ratios shown in Table 2 were not useful to the project, because one type of misclassification rate or the other was so extreme. For a cost ratio of 1/2, the Type II misclassification rate was 81.12\%, and for a cost ratio of 1/30, the Type I misclassification rate was 73.27\%. The cost ratios in the middle are probably often more realistic. The cost of reliability enhancement early in the life cycle is on the order of man-hours, but late in the life cycle, is on the order of man-days per module. For example, a cost ratio of 1/8 has balanced misclassification rates of 29.46\% for Type I and 27.27\% for Type II, for an overall rate of 28.88\%. Future work will seek to improve model performance by adding software product metrics and variable interactions to the list of candidate independent variables.

Another study with this data set found that a nonparametric discriminant analysis model had similar accuracy.\(^4\) Similar to this study, the classification rule with \( C_I / C_{II} = 1 \) had poor accuracy. The rule with \( C_I / C_{II} = 1/10 \) had a Type I misclassification rate of 32.4\%, a Type II rate of 26.6\%, and an overall misclassification rate of 30.9\%. In Table 2, the logistic regression model had a Type I misclassification rate of 33.9\%, a Type II rate of 20.3\%, and an overall misclassification rate of 30.4\%. Even though nonparametric discriminant analysis and logistic regression balanced the misclassification rates differently for a given cost ratio, overall accuracy was similar. On the one hand, nonparametric discriminant analysis does not
assume a functional form as logistic regression does, but on the other hand, logistic regression is more easily interpreted than nonparametric discriminant analysis.

**Apply the model to a current project.** Having validated the model, one can then use it to predict whether each module in a current similar project is fault-prone or not. Validation results indicate the level of accuracy one can expect. The predictions, in turn, may be the basis for extra reviews or other reliability enhancement measures.

Consider the accuracy of our model at $C_1/C_{11} = 1/8$. Suppose a current project actually has 738 not fault-prone modules and 262 fault-prone modules for a total of 1,000 (i.e., similar proportions to $\pi_{nfp}$ and $\pi_{fp}$). The expected cost of enhancement efforts would be $(738)(0.2946) = 217$ cost units wasted on not fault-prone modules, and $(262)(1 - 0.2727) = 191$ cost units invested in fault-prone modules, for a total investment of 408 cost units. The expected cost avoidance for the enhanced fault-prone modules would be $(191)(8) = 1,528$ cost units for a profit of $1,528 - 408 = 1,120$ cost units. Thus, this level of accuracy could be useful to a similar current project.

4. **Conclusions**

Reliable software is mandatory for mission-critical software such as tactical military systems. During development, reliability enhancement processes try to find faults before the system becomes operational. Classifying modules as fault-prone, or not, is a valuable technique for guiding such development processes.

This research contributes an integrated method for using logistic regression in software quality modeling to predict whether each module will be fault-prone or not. A case study of a major subsystem of JSTARS, a tactical real-time system, illustrates the techniques. We saw that logistic regression parameters can be interpreted, and that using prior probabilities and costs of misclassification can improve model accuracy. This is the first research that we know of that uses prior probabilities and costs of misclassification in a logistic regression model of software quality.

The case study’s model validation showed misclassification rates over a range of the ratios. Prior probabilities were set to the proportions of being fault-prone or not in the fit data set. At one end of the range, the costs of Type I and Type II misclassifications were equal, and the model was not useful due to excessive Type II misclassifications. At the other extreme, Type I misclassifications were excessive. We suspect that the typical relative costs of Type I to Type II misclassifications is on the order of 1:10, which, for this data, gave approximately balanced model accuracy. This case study gives empirical evidence that logistic regression, with thoughtful consideration to prior probabilities and costs of misclassification, can be used for software quality modeling. This case study also illustrates the utility of process measures alone in such models.

Future research will seek to improve model accuracy by combining software product metrics, process measures, and interaction terms in the same logistic regression models. A detailed comparison of classification modeling methods is also a research
goal.
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